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Abstract

Breast cancer is a common and fatal disease among women worldwide. Therefore, the early
and precise diagnosis of breast cancer plays a pivotal role to improve the prognosis of patients
with this disease. Several studies have developed automated techniques using different med-
ical imaging modalities to predict breast cancer development. However, few review studies
are available to recapitulate the existing literature on breast cancer classification. These stud-
ies provide an overview of the classification, segmentation, or grading of many cancer types,
including breast cancer, by using traditional machine learning approaches through hand-
engineered features. This review focuses on breast cancer classification by using medical
imaging multimodalities through state-of-the-art artificial deep neural network approaches.
It is anticipated to maximize the procedural decision analysis in five aspects, such as types of
imaging modalities, datasets and their categories, pre-processing techniques, types of deep
neural network, and performance metrics used for breast cancer classification. Forty-nine
journal and conference publications from eight academic repositories were methodically
selected and carefully reviewed from the perspective of the five aforementioned aspects. In
addition, this study provided quantitative, qualitative, and critical analyses of the five aspects.
This review showed that mammograms and histopathologic images were mostly used to clas-
sify breast cancer. Moreover, about 55% of the selected studies used public datasets, and the
remaining used exclusive datasets. Several studies employed augmentation, scaling, and
image normalization pre-processing techniques to minimize inconsistencies in breast cancer
images. Several types of shallow and deep neural network architecture were employed to clas-
sify breast cancer using images. The convolutional neural network was utilized frequently
to construct an effective breast cancer classification model. Some of the selected studies
employed a pre-trained network or developed new deep neural networks to classify breast
cancer. Most of the selected studies used accuracy and area-under-the-curve metrics followed
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by sensitivity, precision, and F-measure metrics to evaluate the performance of the developed
breast cancer classification models. Finally, this review presented 10 open research challenges
for future scholars who are interested to develop breast cancer classification models through
various imaging modalities. This review could serve as a valuable resource for beginners
on medical image classification and for advanced scientists focusing on deep learning-based
breast cancer classification through different medical imaging modalities.

Keywords Breast cancer classification - Deep learning - Medical imaging modalities -
Convolutional neural network

1 Introduction

The World Health Organization (2018) reported that cancer is the leading cause of non-
accidental deaths worldwide; in specific, approximately 8.8 million people globally died of
cancer in 2015. Breast cancer (BrC) is a common and fatal disease among women world-
wide. BrC is the third highest fatal disease among different cancer types, such as lung, liver,
and brain. According to WHO, 1.7 million (11.3%) casualties reported in 2015 were related
to BrC (World Health Organization 2018). In addition, the number of new BrC patients is
expected to increase by 70% in the next 20 years. Therefore, early and precise diagnosis
plays a pivotal role to improve the prognosis and increase the survival rate of patients with
BrC from 30 to 50% (World Health Organization (2018). In general, breast tumor has two
types, benign and malignant. Benign is a noninvasive (non-cancerous) while malignant is
an invasive (cancerous) type of tumor. Both tumors have further subtypes that need to be
diagnosed individually because each may lead to different prognosis and treatment plans.
Proper diagnosis requires accurate identification of each subcategory of BrC, also called BrC
multi-classification. Medical imaging modalities are more commonly adopted and eftective
for BrC detection than any other testing method. Well-known medical imaging modalities for
BrC diagnosis are mammography (breast X-ray images), ultrasound (US) imaging or sono-
grams, magnetic resonance imaging (MRI), computed tomography (CT) and Histopathology
(HP) image (Beutel et al. 2000; Goceri 2017; Kasban et al. 2015). Medical imaging is usually
performed manually by one or more expert doctors (radiologist, sinologist, or pathologist).
An absolute decision is made after consensus if more than one pathologist is available for
BrC HP image analysis; otherwise, findings are reported by one pathologist only. Nonethe-
less, manual HP image analysis faces three main issues (Gurcan et al. 2009; Sophie Softley
Pierce 2017). First, more than one expert pathologist at one place is usually unavailable in
developing countries. Second, the procedure of image analysis for the multi-class classifi-
cation of BrC is cumbersome and time consuming for pathologists. Therefore, pathologists
may experience fatigue and deteriorated attention during image analysis. Finally, a reliable
BrC subtype identification depends on the professional experience and domain knowledge
of an expert pathologist. These issues may cause misdiagnosis, especially in the early stages
of BrC. However, computer-aided diagnosis (CAD) systems can serve as a second opinion to
solve BrC multi-classification problems. A CAD system is an affordable, readily available,
fast, and reliable source of early diagnosis (Doi 2007; Sadaf et al. 2011). This system assists
radiologists and physicians in identifying abnormalities by using various imaging modalities,
which have reduced the mortality rates from 30 to 70% (Schneider and Yaffe 2000).

The advent of digital images in medical science has provided an edge to artificial intelli-
gence (Al) for pattern recognition using a CAD system. CAD systems are designed to assist

@ Springer



Deep learning-based breast cancer classification through... 1657

doctors by automatic image interpretation. Hence, such a system reduces human dependency,
increases diagnosis rate, and reduces the overall treatment expenses by reducing false posi-
tive and false negative (FN) predictions (Goceri and Songul 2018). Moreover, increased FN
rate (sensitivity) may lead to no treatment for a BrC carrier, and misdiagnoses usually occur
in the early stages of BrC. Sadaf et al. (2011) reported that the use of a CAD system for
BrC classification increases sensitivity by 10%. Apart from classification (Rouhi et al. 2015;
Spanhol et al. 2017; Zheng et al. 2017), CAD systems have also been developed to perform
other diagnosis-related tasks, such as BrC lesion detection (Ertosun and Rubin 2015; Wang
et al. 2017; Wang and Yang 2018; Yousefi et al. 2018), segmentation (Lo et al. 2014; Pan
et al. 2017; Shan et al. 2016), registration (Adoui et al. 2017), and grading (Cao et al. 2016;
Wan et al. 2017).

Recently, several articles have been published to solve BrC classification, segmentation,
registration, detection, or grading problems by using traditional machine learning (ML)
approaches (e.g., support vector machine, Naive Bayes, and decision tree) or by using state-
of-the-art artificial neural network (ANN)-based approaches [e.g., shallow neural networks
(SNN5s) and deep neural networks (DNNs)]. A SNN is based on a single hidden layer between
input and output layers, whereas DNNs mostly consist of two or more than two hidden layers
along with input and output layers. However, only few review articles (Chen et al. 2017b;
Goceri and Goceri 2017; Jalalian et al. 2017; Lee and Chen 2015; Litjens et al. 2017; Mehdy
et al. 2017; Nahid and Kong 2017a; Sathish et al. 2016; Yassin et al. 2018) are available
to recapitulate BrC classification using medical imaging modalities. For instance, studies
(Chen et al. 2017b; Jalalian et al. 2017; Lee and Chen 2015) reviewed publications related to
traditional ML approaches using hand-engineered features (HEFs) for the analysis of cancer
images, including BrC images. In addition, Chen et al. (2017b) summarized recent works
on the use of hematoxylin and eosin (H&E) HP images for BrC prognosis. The authors
discussed and analyzed different medical imaging modalities, image pre-processing tasks,
and image detection, segmentation, and feature extraction techniques. Finally, traditional
ML-based studies were evaluated with future direction. Lee and Chen (2015) focused on
the detection of common forms of cancer, such as breast, lung, prostate, and skin, using
multimodalities, such as X-ray, US, and CT. The authors analyzed traditional ML techniques
adopted for each cancer detection, segmentation, and classification. In addition, the use of
various imaging modalities for cancer detection was discussed and compared. Finally, future
directions were suggested for new researchers. However, previous review studies mainly
focused on traditional ML approaches by using imaging modalities usually for binary clas-
sification. Conversely, recent review studies (Mehdy et al. 2017; Sathish et al. 2016) have
emphasized on ANNs using multimodalities for BrC analysis. For instance, Mehdy et al.
(2017) focused on state-of-the-art ANN techniques by using breast image multimodalities.
They analyzed various types of ANN adopted for BrC analysis by using multimodalities,
such as Mg, US, MRI, and thermal imaging. Sathish et al. (2016) studied various medical
imaging modalities and ANN-based CAD approaches for BrC detection. They performed a
comparative analysis of the imaging procedures, benefits, and limitations of Mg, US, MRI,
and thermography. However, the aforementioned reviews provided a generic analysis of the
applications of various ANN-based models by using multimodalities. Furthermore (Litjens
et al. 2017; Nahid and Kong 2017a; Yassin et al. 2018), studies explored all major types of
CAD systems for BrC diagnosis using many types of medical images, including HP images.
For instance, Yassin et al. (2018) performed a systematic review of the various types (e.g.,
traditional ML, SNN, and deep learning) of CAD system for BrC diagnosis. The authors fol-
lowed a systematic approach to select relevant studies from authentic sources to ensure high
review quality. In addition, they investigated state-of-the-art CAD diagnostic approaches for

@ Springer



1658 G. Murtaza et al.

BrC by using well-known medical imaging modalities, analyzed all types of classifiers and
feature extraction methods, and briefly studied the performance measures commonly used to
compare BrC image diagnoses. Finally, future directions were suggested to highlight areas
that need further investigations. Litjens et al. (2017) explored deep learning-based CAD sys-
tems for medical image classification, detection, segmentation, and registration. Moreover,
the authors provided a brief review of different types of cancer, such as brain, eye, chest/lung,
heart, abdominal, bone/joints, and BrC. Open issues and future directions were also discussed
to motivate new researchers in medical image diagnosis through deep learning.

Most review studies published on BrC detection focused on traditional ML algorithms,
generic ANNs, or SNNs where feature extraction is especially involved. Existing review
studies presented grayscale images and rarely discussed other modalities, such as HP images.
In addition, their discussion on deep learning techniques was incomprehensible. Thus, to
overcome the aforementioned limitations, this study presents a systematic and critical
review of existing state-of-the-art DNN-based CAD systems for BrC image classification
from five aspects, namely, BrC imaging modalities, datasets, image pre-processing, DNNss,
and performance measurements. The review adopts a systematic review methodology for
searching and selecting studies from well-known sources to ensure the authenticity and
quality of selected literature. Furthermore, this review provides a critical analysis of DNN
performance on different publicly available datasets. Finally, this review presents 10 new
research directions and research challenges for future researchers who intend to work in
BrC image classification using DNNs.

This review is organized as follows. Section 2 describes the research methodology for the
selection of studies. BrC state-of-the-art DNN types are given in Sect. 3. Discussion and future
works are detailed in Sects. 4 and 5, respectively. Finally, a conclusion is provided in Sect. 6.

2 Research methodology

This review incorporates the systematic literature review guidelines suggested by Kitchen-
ham and Charter (Keele 2007). The four fundamental phases of this review are planning,
searching and filtering of primary studies, information extraction, and information synthesis.
The planning phase defines the review goals, scope, and protocols (Sect. 2.1). The second
phase, study selection procedure and criteria, comprises formulation of search keywords,
segregation of keywords in groups, and writing search queries (Sect. 2.2). The third phase
is composed of screening criteria and quality evaluation criteria for the collected studies
(Sect. 2.3). The information extraction approach is described in Sect. 2.4. The last phase,
a systematic review, involves information synthesis and critical analysis (Sect. 3).

2.1 Survey scope identification

This review aims to identify various studies related to BrC classification using numerous
medical imaging modalities through DNNs. The primary scope of this study is to find the
answers to the following research questions:

What are the medical imaging modalities used for BrC classification?

What are the medical image datasets used to develop DNN-based classification models?
What are the pre-processing techniques to improve the classification results?

What are the DNN types currently applied to BrC classification using medical imaging
modalities?

o=
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5. What are the evaluation metrics used to assess the performance of DNN-based classifi-
cation models?

Moreover, current challenges and their possible solutions along with future research direction
are discussed. In the conclusion, the cruxes of overall review are summarized.

2.2 Studies searching strategy and results

Considering the review scope, the authors unanimously prepared seven groups of search
criterion (Table 1) to identify relevant studies. Moreover, each group was coupled with the
“AND” operator, and search keywords within the first four groups were coupled with the
“OR” operator. However, the search criterion was applied on eight journal archives, includ-
ing Association for Computing Machinery, Institute of Electrical and Electronics Engineers
Xplore, Medical Literature Analysis and Retrieval System Online, PubMed, Science Direct,
Scopus, SpringerLink, and Web of Science. These eight journal archives contain most of the
research articles related to the five research questions listed above. The first four groups of
search criterion consisted of search tokens (Table 1). Group 1 contained key words such as
“breast” and “breast cancer” to ensure that the study is related to BrC only. Group 2 was
composed of key words “mammogram”, “mammography”, “pathology images”, “biopsy
image”, “histopathology image”, “histopathological image”, “ultrasound”, “MRI”, “mag-
netic resonance”, “medical image”, “CT”, “computed tomography”, “CAT”, or “PET” to
select studies that used at least one medical imaging modality. Group 3 key words include
“classification”, “multi-classification”, “screening”, “diagnosis”, “prognosis”, and “bounds”
to extract studies related to classification. Meanwhile, Group 4 key words are “deep learning”,

9 <

“neural network”, “stacked auto-encoder”, “RNN”, “CNN”, “convolutional neural network™,
“machine learning”, “transfer learning”, “AlexNet”, “VGG”, “computer aided”, “computer-
aided”, “multilayer perceptron”, and “CAD” to isolate studies that used any ANN model.
Group 5 of search criterion limited the duration of publication from January 2014 to June
2018. The trends of research publications showed that the use of DNN for breast image clas-
sification started in 2014. Finally, Groups 6 and 7 refined the studies to articles or proceedings
published in English. Hence, application of the search criterion to the eight journal archives
yielded 2446 studies on keyword search only. Furthermore, the studies were excluded and
reduced by number from 2446 to 977 when overall seven groups of the search criterion were

applied one after the other (for detailed flow, see Fig. 1).

2.3 Screening and selection criteria

In the first stage of searching strategy, 977 publications were collected. However, the search
criterion was applied on the archives of eight journals individually. Therefore, one study could
be shared by many journal archives simultaneously. Hence, duplicate studies were removed,
and the remaining 537 studies were used for further screening and selection. Moreover, the
process of paper screening and selection is based on two phases. In the first phase, paper
selection was solely made on title and abstract reading. In the second phase, full article
reading was performed. In phase-1, the paper screening and selection of the remaining 537
studies were analyzed by two reviewers individually. The aim of Phase-1 screening is to
isolate studies that are highly related to the defined review scope. Thereafter, in phase 2, the
110 shortlisted studies were scrutinized by two more reviewers for further screening, and
only 54 studies were retained. Finally, all reviewers discussed and compared the rejected or
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Fig. 1 Flow diagram illustrates the research methodology

selected papers until a consensus was reached. For any disagreements among reviewers, the
majority rule was used to decide the inclusion or exclusion of the articles for final review.
The screening criteria for the inclusion and exclusion of studies, adopted by the reviews, are
as follows:

1. The manuscript must be published from 2014 to June 2018.
2. Manuscript sections should be in English.

o Exclude papers that only have the abstract written in English (Aksebzeci and Kayaalti
2017; Tataroglu et al. 2017)
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3. Complete manuscript found.

e Exclude if only the title or abstract is found (Antropova et al. 2018a, b; Mendel et al.
2018).

4. The manuscript should be an article or conference proceeding.

e Exclude all other types, such as review paper, book sections (Selvathi and Aarthy
Poornila 2018; Xu et al. 2017), or any other type of papers.

5. The manuscript should be related to BrC only.

e Exclude all other diseases solely based on the heart (Hussain et al. 2015), lung, bladder,
or prostate cancer.

6. Authorized or publicly available medical image datasets should be used.
7. The manuscript should focus on BrC classification.

e Exclude papers focusing on detection (Cruz-Roa et al. 2017; Mina and Mat Isa 2015;
Wang et al. 2014), segmentation (Chen et al. 2017a; Pan et al. 2017), cancer patient sur-
vivability (Jyh-Horng et al. 2014; Sivachitra and Vijayachitra 2015), or CAD analysis
(Tan et al. 2013; van Zelst et al. 2018)-based publication

8. The manuscript must use at least one of the standard medical imaging modalities

e Exclude other types of imaging techniques, such as microwave tomography imaging
(Pack et al. 2016), synthetic breast imaging (Hassan et al. 2016), and signal imaging
such as ultra wideband (Conceicdo et al. 2014) porotype imaging.

Moreover, the references of 54 papers were scanned, and two more studies (Bekker et al.
2016; Kumar et al. 2017a) matching the above inclusion criteria were found.

2.4 Quality evaluation strategy

To address the objectives of review, we assessed the quality of 56 studies on the basis of
measurable quality evaluation criteria (QEC). The quantifiable QEC-adopted methodology
guaranties that the chosen studies support the goals of this research. Therefore, all authors
prepared a close-ended QEC check list individually, and the final list was approved unan-
imously after a rigorous discussion. Finally, a close-ended questions checklist (Appendix
Table 11) was prepared and used as QEC for the unbiased quality evaluation of 56 previ-
ously chosen papers. The close-ended questions were answered as 1 or 0 assumed yes or no,
respectively, and to easily sum up the total score for each selected study (Appendix Table 12).
Two groups of reviews were selected to assess the chosen studies. Thereafter, the score of
each study was calculated and evaluated by Cohen’s kappa score for inter-rater agreement.
The quality of the 56 selected studies was evaluated by measurable QEC. QEC was adopted
to determine whether the selected primary study is appropriate to accomplish the intended
review objectives. Disagreements between two reviewer groups had been addressed through
the Delphi method (Dalkey and Helmer 1963) until a consensus was developed for the final
selection of any study. Finally, all the reviews decided a cut-off value (i.e., 7) for QEC in
including studies for systematic review. Hence, only 49 studies were filtered out by following
the overall quality evaluation process. Therefore, this review included 49 studies.
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2.5 Information abstraction

The abstraction of information from 49 chosen primary studies was organized in table form
and comprised seven traits, namely, study objective(s), medical imaging modality used, DNN
technique adopted, details of dataset(s) used, number of predicted classes, results, and future
work suggested. Section 3 presents a critical and analytical review of these six aspects.

3 Breast cancer classification state of the art

This section covers the overall analysis of BrC classification by discussing almost all major
studies. This review can assist researchers in BrC classification to gain a better, concise
perspective of existing problems, solutions, and future directions. As mentioned in the
methodology section (i.e., Sect. 2), 49 studies were scrutinized to achieve five goals: imaging
modalities, datasets, pre-processing techniques, DNN applied, and performance evaluation
metrics used for BrC Classification. The review of all these objectives is elaborated, starting
from Sect. 3.1 to 3.5.

3.1 Medical imaging modalities

The review shows that the BrC classification is composed of five unique types of medical
imaging modalities and their combinations known as multimodalities. The distribution of 49
chosen studies among various modalities along with publication type (article or conference
paper) and number of studies is shown in Table 2. For clarity, imaging modalities can be
bifurcated into colored images and grayscale images. Table 2 indicates that most of the work
had been performed in either breast HP biopsy colored images or using breast X-ray grayscale
images, also known as mammograms (MGs). Table 2 shows that 20 out of 49 publications
(11 journal papers and 09 conference papers) are based on MG imaging modality. The main
reason for the large number of publications using MGs may the availability of images. This
imaging technology has been adopted for the last two decades. MG-based studies mostly
explored the breast density grading or classification for two (binary) classes. Moreover, the
second highest number of articles (11 journal papers and 9 conference papers) were published
on HP images. In these studies, researchers usually classified BrC not only into two main
cancer types (i.e., benign or malignant) but also into further subtypes of each benign and
malignant BrC. However, the third highest number of papers were published for US images.
By numbers, four papers (3 articles and 1 conference proceeding paper) were published using
US images only. Fewer publications (one article and two conference proceeding papers) as
compared with US images were found for MRI images. Moreover, very few publications
used multimodalities for BrC classification. For instance, one paper was found for each
combination, such as Mg with US and US with CT images. Unfortunately, none of the research
publications used only CT or positron-emission tomography (PET). However, CT and PET
have been used for BrC classification for many years and played a significant role (Ahn et al.
2013; Lebron et al. 2015). CT and PET images may be used if evidence shows that BrC has
spread or reoccurred outside the breast. The detailed distribution of publication references,
modality type, brief description of each modality used, and the number of publications as
article papers or conference papers is shown in Table 2.
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Fig. 2 a Mammogram screening: masses with areas of varying density reflecting the presence of elements
which are of fat and soft-tissue density (James et al. 2016). b Left: a mammogram image view, right: a
clustered micro-calcifications in magnified view (Jing et al. 2012)

3.1.1 Mammogram

MGs, also known as low-dose breast X-ray images, enable radiologists to investigate breast
tissues for anomalies. MGs have been studied for the last two decades and usually suggested
in early stages called MG screening (Fig. 2a). In MG analysis, a radiologist looks for the
presence of mass (cyst or lump, Fig. 3a) and tiny deposits of calcium (specifically with irreg-
ular shape) called micro-calcifications that appear like small white spots or flecks (Fig. 2b).
However, due to imaging technology advancement, MGs fall into three categories, namely,
screen film mammography (SFM), full field digital mammograms (FFDM), and digital breast
tomosynthesis (DBT). The traditional SFM images were used for BrC classification in many
studies (Arevalo et al. 2015; Dhungel et al. 2017; Duraisamy and Emperumal 2017; Jaffar
2017; Khan 2017). Dhungel et al. (2017) proposed an integrated model for the detection, seg-
mentation, and classification of BrC into benign or malignant masses using SFM. Similarly,
Duraisamy and Emperumal (2017) proposed a novel method by using the Chan-Vese level
set method to segment SFM images before classifying BrC into normal, benign, or malignant
cases. The second category of MGs, FFDM (simply called digital MG or DM), is a well-
adopted technology used by several researchers for BrC classification (Arefan et al. 2015;
Carneiro et al. 2015, 2017; Hadad et al. 2017; Kumar et al. 2017b; Leod and Verma 2016;
Qiu et al. 2017; Sert et al. 2017; Sun et al. 2017; Zhang et al. 2017). Carneiro et al. (2017)
developed a holistic approach to classify unregistered DM and corresponding segmentation
maps into normal, benign, or malignant breast lesions. Moreover, Qiu et al. (2017) proposed
a model to classify between benign and malignant masses using DM without lesion segmen-
tation, feature extraction, or feature selection. In the third category, the most advanced MG
technology is 3D MG, known as DBT. The DBT machine takes many views by moving over
the breast and integrates images together to look like a video. Nonetheless, due to limited
availability of datasets, few studies used DBT for BrC classification. Kim et al. (2016) imple-
mented a BrC classification model to discover the latent bilateral feature representations of
masses using volume of interest in DBT. Similarly, Samala et al. (2018) developed an efficient

@ Springer



Deep learning-based breast cancer classification through... 1667

Fig. 3 a Well-defined rounded mass mammogram. b Absence of internal echoes and the posterior enhancement
of the ultrasound beam are diagnostic of a cyst or lump or mass (James et al. 2016)

model by reducing the number of computations to perform BrC binary classification using all
types of MGs, such as SFM, FFDM, and DBT. Apart from DBT image classification, most
research used either SFM or DM. The prime advantage of the popularity of SFM is that the
images are directly printed on large sheets of film; in addition, it is a more cost-effective and
frequently available imaging technology than FFDM and DBT. By contrast, FFDM images
are easier to view, stored, print, and manipulate using a desktop computer. Therefore, digital
MG images can be viewed on a computer screen using many options, such as zooming, con-
trast enhancement, and highlighting the affected regions. Hence, due to efficient processing
of digital images, most of the recent public datasets utilized by researchers are digital MGs
instead of SFM. However, researches started to used DBT because of many reasons; for
instance, DBT may give a clear view of the breast from multiple angles to diagnose cancer
with higher confidence and reduce the chance of follow-up testing as compared with FM
or DM (Radiological Society of North America 2018). Moreover, the availability of a large
number of images per subject in video form provides better analysis opportunity to reduce the
FNs in MGs. Table 3 lists the detailed advantages and limitations of MGs. Regardless of MG
diagnosis popularity, some cases may have dense tissues (bulky patient) or thick breast skin,
such as in younger women, rendering the cancerous area almost invisible. Hence, macro-
classification can be overlooked or misinterpreted during image analysis and may increase
the FN rate. When image analysis is suspicious, the doctor may suggest some complementary
tests, such as US, CT, PET, MRI, or biopsy, to acquire a detailed view of suspicious breast
regions.

3.1.2 Ultrasound

US images are also known as sonograms. Breast US (Fig. 3b) is an imaging test that sends
high-frequency sound waves into breast and converts into images without radiation involve-
ment unlike MGs and MRI. Apart from breast test, US test can help diagnose anomalies, such
as pain, swelling, and infections into human body internal organs, including baby in mothers’
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Fig. 4 Left side US image (B-Mode). Shear-wave elastography image on right side, shows an irregular mass
in red color, known as heterogeneous elasticity. The statistical parameters (e.g. mean, minimum, maximum
and etc.) of ROI (a large circle) are calculated (Youk et al. 2017)

womb, brain, lung, heart, and hips. In addition, US can help perform breast needle biopsy
(Sect. 3.1.4) for the intrinsic analysis of breast tissues. As per common clinical practices,
US is not used like MG as its own for only breast screening purpose. Therefore, US may be
the best approach to find abnormalities in MG or physical examination (such as benign, a
noninvasive cancer) in the form of solid lump (mass) or fluid-filled regions (cysts) (Cheng
et al. 2016; De Silva et al. 2015; Han et al. 2017a; Nascimento et al. 2016). However, US
cannot distinguish a cancerous mass from calcifications. Some researchers found that breast
US is the better choice to diagnose BrC, especially when a MG is unable to highlight BrC
lesions clearly, in young subjects with thick, fatty, or bulky breast skin. Detailed advantages
and limitations of using US images are discussed in Table 3. Cheng et al. (2016) deployed
a model to extract distinct features automatically from breast US images directly to perform
accurate breast lesion classification as benign or malignant. Similarly, Nascimento et al.
(2016) extracted hand-engineered morphological features from breast US images and fed
them into ANN for BrC binary classification (benign or malignant). Moreover, due to new
developing imaging technologies, US has been equipped with more advanced features, such
as US with shear-wave elastography (SWE) (Fig. 4) and US with Nakagami images (Fig. 5).
Elastography is a recently developed US technique used to visualize and measure tissue
elasticity. Elastographic images are based on tissue stiffness or hardness (such as in liver or
breast) and used to differentiate between benign and malignant lesions (Youk et al. 2017). It
is a supportive parameter to US and adopted to quantify tumor grade by using a standardized
color scheme. Hence, Zhang et al. (2016) used US SWE images to learn features directly
by using a deep belief network to classify images (with higher accuracy) into benign or
malignant BrC. Moreover, US images are used with Nakagami images for BrC analysis. US
Nakagami parametric images are used with Nakagami distribution to model echo amplitude
distribution to represent tissue characteristics (Tsui et al. 2016). These color-coded images
can be captured along with traditional US images. The color-coded US images enable radi-
ologists to quantify the stiffness or hardness of tissues. Hence, SWE and Nakagami features
play an additional role to enhance BrC classification diagnosis. However, very few studies
used the new US technology. Byra et al. (2017) developed a model and extracted the scatter-
ing properties of breast tissues from parametric maps of Nakagami images to perform BrC
classification by using a convolutional neural network (CNN). Data collection, particularly
the difficulty in collecting a large number of medical images from any medical institution,
may be one of the reasons for the few publications.
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1.5

0.5

Fig.5 Left US image (B-mode) of a lesion reconstructed using the RF data and on right side corresponding
Nakagami map (Byra et al. 2017)

normal right breast  cancer in left Breast MRI - Large Cancer in right breast
deep extending to the chest wall

MRI Breast Scan

Fig. 6 Samples of breast MRI images (Breast Cancer Imaging 2018)

3.1.3 Magnetic resonance imaging

MRI s a diagnostic technology that uses magnetic fields and radio waves to capture a detailed
image of the body’s soft tissue, such as breast (Fig. 6), liver, or lung, and bones. Therefore,
breast MRI images can show more clear views of breast soft tissues than MGs, US, or
CT images (Tessa and Keith 2018). Table 3 lists the advantages and limitations of MRIL
Furthermore, MRI can identify suspicious areas that can be used for breast biopsy, known
as MRI-guided biopsy (Sect. 3.1.5). MRI machine captures many breast images of single
subject and combines together as a detailed view. MRI is usually requested once the cancer
has been diagnosed and the doctor wants to obtain detailed information about the extent of
the disease (MFMER 2018). However, very few studies used MRI to classify BrC (Amit
et al. 2017; Bevilacqua et al. 2016; Rasti et al. 2017) possibly because of the unavailability
of public datasets. Bevilacqua et al. (2016) extracted features from MRI-segmented images
and inputted them into an ANN for benign and malignant BrC identification. Analogously,
Amit et al. (2017) extracted regions of interest (ROIs) from breast MRI images and inputted
them into a CNN for multi-class classification. To enhance image quality, a contrast agent is
usually injected into the human body before dynamic contrast enhanced MRI (DCE-MRI).
This procedure can produce colored parametric views along with contrast enhanced grayscale
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Fig. 7 Histopathology WSI is shown on the left at low magnification and a cropped region is shown on the
right at high magnification (Liu et al. 2017)

Mailgnant

Fig. 8 Histopathology image patches showing eight subtypes of breast cancer (Spanhol et al. 2016b)

images to provide detailed information about cancerous tissues (Moon et al. 2009). However,
only one study benefitted from DCE-MRI for BrC classification. Rasti et al. (2017) employed
a deep learning ensemble CNN model to classify breast tumors using segmented DCE-MRI
images of an exclusive dataset.

3.1.4 Histopathologic images

In HP biopsy imaging, tissue samples are collected from an abnormal region of the breast and
fixed across glass microscope slides. These slides are stained by using hematoxylin—eosin
(HE) and examined under a microscope by a pathologist for cancerous tissues diagnosis.
Moreover, these stained slides are scanned and converted into digital colored images called
WSIs (Fig. 7). Expert pathologists usually extract ROI patches from WSI with various zoom-
ing factors (Fig. 7) to diagnose multiple subtypes of noninvasive cancer (benign) or invasive
BrC (malignant) (Fig. 8), which is impossible by using grayscale images. Due to tissue level
image analysis, apart from BrC diagnosis, biopsy imaging is a gold standard for many types
of cancers, including liver, lung, and bladder cancer (Rubin et al. 2008). Therefore, many
researchers employed HP images to classify BrC multi-class accurately (Abdullah-Al et al.
2017; Araujo et al. 2017; Bardou et al. 2018; Bayramoglu et al. 2017; Bejnordi et al. 2017b;
Cao et al. 2016; Chang et al. 2017; Feng et al. 2018; Gandomkar et al. 2018; Han et al.
2017b; Murtaza et al. 2019; Nahid and Kong 2017b, 2018; Nahid et al. 2018; Nejad et al.
2017; Spanhol et al. 2016a, 2017; Wan et al. 2017; Wu et al. 2016; Xu et al. 2016; Zheng
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et al. 2017). For instance, Han et al. (2017b) used HP images to classify BrC into eight types.
Araujo et al. (2017) used HP images to develop a model that classifies BrC into four sub-
types. The above listed studies reported that the use of HP images is beneficial for specific
subtypes of benign or malignant BrC. Automatic breast classification through HP images
has several advantages over MGs and other imaging modalities (Table 3). For instance, HP
images enable the classification of BrC into many subtypes instead of binary classes and the
monitoring of treatment effects, whereas WSI images allow the creation of a large number of
ROI images, which are required to train DNN models. Images can be shared electronically to
obtain the opinion of any far distant expert pathologist and thus form an accurate diagnosis.
Although HP images are authentic for automatic BrC classification, such images have some
drawbacks in automatic image classification. For instance, biopsy is an invasive method.
In addition, a long time is needed to create digital images from collected biopsy samples,
and high expertise is needed to distinguish between subtypes of BrC. Moreover, color vari-
ation is high because of the staining process, lab protocols, and scanner brightness in the
development of HP images, which complicate training a multi-class DNN model efficiently,
especially when using borderline cases. Details of the imaging modalities used in previous
studies are listed Table 3.

3.1.5 Multimodalities

Apart from classifying BrC by using a single medical imaging modality, few researchers
preferred to use at least two different imaging modalities (Fig. 9). Hadad et al. (2017) trained
various classification models by using two modalities, namely, MGs and MRIs. This study
performed binary classification by identifying a breast image possessing either mass or non-
mass regions. Moreover, images were classified as normal, benign, or malignant by (Khan
2017) through multimodalities, such as MGs with US images. Many imaging modalities
for BrC classifications are usually adopted when the size of the collected exclusive dataset
is small. Moreover, a model trained on multi-site, multi-datasets using multi-modalities is
highly robust to classify real-life images. Eventually, the performance of the BrC classi-
fier is unaffected by the images captured on various machines, different imaging protocols,
and the environment for handling images. Hence, such type of models is trustworthy to be
implemented in real life.

3.2 Breast cancer classification dataset analysis and review

This section elaborates a thorough analysis of public datasets that were utilized in various
studies for BrC classification. Table 4 shows that eight public datasets were employed for
BrC classification, namely, Breast Cancer Data Repository (BCDR), Curated Breast Imaging
Subset of Digital Database for Screening Mammography (CBIS-DDSM), Digital Database
for Screening Mammography (DDSM), INBreast, Mammographic Image Analysis Soci-
ety (MIAS)/mini-MIAS, UCI Machine Learning Repository, Bio-Imaging Challenge 2015
Breast Histology (BICBH), and Breast Cancer Histopathological Image (BreakHis). Out of
49, 28 articles utilized public datasets, usually based on MG, US, or HP images. By contrast,
21 out of 49 studies employed exclusive datasets. In exclusive datasets, imaging modalities
that are not publicly available similar to CT scan images were also used. Public datasets
provided more annotated images than exclusive datasets. Hence, researchers can prepare
BrC classification models by comparing the performance of developed classification mod-
els. Therefore, the model tested on public datasets is more reliable than the models tested
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mammogram ultrasound

Fig. 9 Multimodalities used for BrC classification. Left image is a mammogram showing a solid mass. Center
image is US showing stuff tissues as black. Right image is MRI providing a clear view of breast mass (Breast
Cancer Imaging 2018)

Table 4 List of publically available datasets and corresponding URL

#  Dataset Name URL
1 BCDR (Moura and Lépez 2013) https://bedr.ceta-ciemat.es/information/about
2 CBIS-DDSM (Clark et al. 2013; Rebecca Sawyer  https://wiki.cancerimagingarchive.net/display/
Lee et al. 2016) Public/CBIS-DDSM
3 DDSM (Chris Rose 2006) http://marathon.csee.usf.edu/Mammography/
Database.html
4 INBreast (Moreira et al. 2012) http://medicalresearch.inescporto.pt/
breastresearch/index.php/Get_INbreast_
Database
5  MIAS (Suckling et al. 2015) https://www.repository.cam.ac.uk/handle/1810/
250394
mini-MIAS (Suckling et al. 1994) http://peipa.essex.ac.uk/info/mias.html
UCI (Dua 2017) https://archive.ics.uci.edu/ml/datasets/Breast+
Cancer+Wisconsin+%?280riginal %29
8  BICBH (Aratjo et al. 2017) https://rdm.inesctec.pt/dataset/nis-2017-003
9  BreakHis (Spanhol et al. 2016b) https://web.inf.ufpr.br/vri/databases/breast-

cancer-histopathological-database-breakhis/

on exclusive datasets. Regardless of database type (exclusive or public) at the abstract level,
grayscale (e.g., Mg, US, and MRI) or colored images (e.g., HP images) are used for BrC
classification. Moreover, most studies performed binary classification, and very few studies
focused on multi-class problems for BrC classification. By contrast, some studies performed
breast density grading (Cao et al. 2016; Wan et al. 2017) into three classes, namely, low, high,
and medium grade. Detailed analysis of public datasets used for BrC classification is given
in Fig. 5.

Table 5 shows the dataset name and type of imaging modality along with number of
images, number of patients, number of classes, and class labels for each dataset. This table
also shows the reference of studies in which a particular dataset was used and the number
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of publications per dataset. The investigation of dataset reveals that most previous research
used MG datasets and usually addressed either binary classification (benign or malignant)
or tertiary classification (normal, benign, and malignant) of BrC. In this regard, 23 out of
28 studies used MG datasets. Out of 23 MG-based studies, nine (Bakkouri and Afdel 2017,
Carneiro et al. 2015, 2017; Jaffar 2017; Kumar et al. 2017b; Leod and Verma 2016; Rouhi
et al. 2015; Samala et al. 2017; Sert et al. 2017) used DDSM datasets and six (Arefan et al.
2015; Duraisamy and Emperumal 2017; Jaffar 2017; Khan 2017; Kumar et al. 2017a; Rouhi
et al. 2015) used MIAS datasets. Moreover, the MGs of both INBreast and BCDR datasets
each utilized a maximum of four studies (Arevalo et al. 2015; Bakkouri and Afdel 2017;
Carneiro et al. 2017; Dhungel et al. 2017; Duraisamy and Emperumal 2017; Khan 2017;
Kumar et al. 2017a). Meanwhile, only one study (Kumar et al. 2017a) classified MGs of
CBIS-DDSM datasets. However, multimodality (US and MG)-based BCDR-F03 datasets
were used by two studies (Arevalo et al. 2015; Duraisamy and Emperumal 2017) for BrC
classification. Apart from MG-based limited (two or three class label) classification, HP
images played a prominent role to solve multi-class (up to eight subtypes) problems for BrC
classification. In this respect, 14 out of 27 studies performed classification by using BreakHis
datasets, as shown in Table 5. Unfortunately, most studies performed binary classification,
and very few obtained better results to solve multi-class problems. Moreover, only one study
used Bio-Imaging Challenge 2015 Breast Histology datasets and tackled the multi-class BrC
issue. For clarity, Table 5 shows that the total count of studies is greater than 27 because
several studies employed more than one dataset. Thus, their count is added in more than
one category. As per our review, the most widely used and authentic dataset in MG, US,
and HP imaging modalities are DDSM, BCDR, and BreakHis, respectively, because these
datasets contain a large number of images of many patients, which are required to train DNN
classification models with confidence. Unlikely, no publicly available datasets have been
employed for CT, MRI, PET modalities. Hence, the unavailability of online datasets might
be a reason or publically available datasets may contain an insufficient number of images for
training a DNN-based BrC classification model.

3.3 Pre-processing

This section covers the pre-processing techniques adopted for medical image multimodalities
in BrC classification. In general, BrC image pre-processing tasks involve augmentation, ROI
extraction, scaling, image normalization, and enhancement to remove artifacts or cropping,
stain normalization, feature reduction, and image registration. However, the use of raw images
(without pre-processing) usually distracts the classification model and may lead to high
misclassification rate.

Figure 10 represents the distribution of pre-processing tasks performed in selected studies.
The total count in Fig. 10 is more than 49 because one study may have performed more than
one pre-processing task. Figure 10 shows that the majority of studies (32 out of 49) adopted
image augmentation as a pre-processing technique to increase the number of images syn-
thetically. Such a frequent use of image augmentation may be because the annotated medical
images are mostly not found in a large quantity. Moreover, the second highest number of
studies (21 out of 49) extracted ROI from BrC images; thus, DNNs can only learn represen-
tations related to the normal and abnormal regions instead of using the entire image, which
usually contains irrelevant information. The same number of studies (20 out of 49) reduced
the size of images before they are fed into DNNs. Rescaling is an essential task when images
are directly fed into DNNs, such as CNNs. However, fewer studies (11 out of 49) employed
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Fig. 10 Distribution of studies among pre-processing tasks performed for BrC classification

various pre-processing techniques to image normalization and enhancement before BrC clas-
sification. This approach reduces high- or low-intensity noise to make all images uniform
and enables DNNSs to learn accurate feature representations for normal and abnormal tissues
of BrC. Conversely, few studies (4 out of 49) used pre-processing techniques to remove arti-
facts (e.g., labels, wedges, opaque markers, pectoral muscles, while strips, and border) from
images. Hence, such pre-processing techniques eliminate non-breast regions from the image
before performing BrC classification. These studies performed artifact removal because it is
only required in specific imaging modalities, such as MG, US, and MRI. Finally, the same
number of studies (4 out of 49) adopted stain normalization pre-processing techniques. A
stain normalization technique helps reduce the inconsistencies commonly found in HP biopsy
BrC images.

3.3.1 Augmentation

Augmentation increases the number of instances (BrC images) artificially. In general, a DNN
model requires a large number of images to be trained to produce reliable results. Indeed,
image augmentation is required when the target dataset does not contain enough number of
images for training a DNN model properly. This review identified four types of augmenta-
tion techniques, of which geometric transforms, noise addition, and patch extraction were
implemented over breast images directly and synthetic minority over-sampling technique
was adopted for feature vector data (manually extracted from breast images) before feeding
to any ANN. For instance, some studies (Amit et al. 2017; Arevalo et al. 2015; Bakkouri
and Afdel 2017; Bardou et al. 2018; Bayramoglu et al. 2017; Bejnordi et al. 2017b; Byra
et al. 2017; Carneiro et al. 2017; Chang et al. 2017; Dhungel et al. 2017; Duraisamy and
Emperumal 2017; Gandomkar et al. 2018; Hadad et al. 2017; Han et al. 2017a, b; Jaffar
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2017; Kim et al. 2016; Nejad et al. 2017; Rasti et al. 2017; Samala et al. 2017, 2018; Sert
et al. 2017; Zhang et al. 2017; Zheng et al. 2017) utilized geometric transform (e.g., rotation
at various angles, flip horizontally and vertically). Meanwhile, other studies (Araujo et al.
2017; Cheng et al. 2016; Duraisamy and Emperumal 2017; Feng et al. 2018; Gandomkar
etal. 2018; Kumar et al. 2017a; Spanhol et al. 2016a, 2017; Xu et al. 2016; Zheng et al. 2017)
extracted many patches from the original image. Moreover, patches are extracted by using
three strategies, namely, random number of patches (Spanhol et al. 2016a, 2017), patches
with 50% overlapping (Araujo et al. 2017; Spanhol et al. 2016a), and patches with no over-
lapping (fixed size window) (Cheng et al. 2016; Duraisamy and Emperumal 2017; Feng et al.
2018; Gandomkar et al. 2018; Kumar et al. 2017a; Xu et al. 2016; Zheng et al. 2017). Fur-
thermore, augmentation by using noise addition or color variation was adopted in previous
studies (Bejnordi et al. 2017b; Chang et al. 2017) to train a model robustly to handle noisy
image while performing class label prediction. For instance, Chang et al. (2017) added a
random distortion to original images while creating new synthetic images.

3.3.2 Image region of interest extraction

An original breast image may contain many regions of normal and abnormal tissues, and
segregation of these regions is known as ROI extraction. ROI extraction has two major
advantages. First, it increases the number of training and testing images required for DNNs.
Second, it supports DNNs to learn only normal and abnormal regions instead of irrelevant
regions. As mentioned in Sect. 3.3, many studies (Amit et al. 2017; Arefan et al. 2015;
Arevalo et al. 2015; Bevilacqua et al. 2016; Cao et al. 2016; Cheng et al. 2016; Duraisamy
and Emperumal 2017; Feng et al. 2018; Fonseca et al. 2015; Han et al. 2017a; Khan 2017;
Kim et al. 2016; Kumar et al. 2017b; Leod and Verma 2016; Nascimento et al. 2016; Rasti
et al. 2017; Rouhi et al. 2015; Samala et al. 2017, 2018; Wan et al. 2017; Zheng et al. 2017)
extracted ROIs from the original image before BrC classification. For instance, Samala et al.
(2018) extracted thousands of ROI from 3D Mg DBT images. Similarly, Rouhi et al. (2015)
cropped the ROI of abnormal tissues and mass regions before BrC classification.

3.3.3 Scaling

Scaling or resizing is an important pre-processing task applied on images before they are fed
directly into a DNN. Image scaling or interpolation occurs when an image is resized from
one pixel grid to another. It increases or decreases the number of pixels by remapping. Most
of the selected studies (Abdullah-Al et al. 2017; Arefan et al. 2015; Bakkouri and Afdel
2017; Bayramoglu et al. 2017; Carneiro et al. 2017; Chang et al. 2017; Cheng et al. 2016;
Dhungel et al. 2017; Duraisamy and Emperumal 2017; Fonseca et al. 2015; Gandomkar
et al. 2018; Han et al. 2017b; Jaffar 2017; Kim et al. 2016; Kumar et al. 2017a; Nejad et al.
2017; Spanhol et al. 2016a; Wan et al. 2017; Xu et al. 2016; Zhang et al. 2016) adopted
interpolation methods, such as nearest neighborhood, bilinear, or bi-cubic. For instance,
Dhungel et al. (2017) adopted the bi-cubic interpolation method to rescale images before
feeding into a five-layered CNN for BrC binary classification. Zhang et al. (2016) utilized
bilinear interpolation to resize US BrC images for binary classification. However, Bakkouri
and Afdel (2017) adopted Gaussian pyramids to reduce and expand image size using MG
images before classification.
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3.3.4 Normalization and enhancement

Medical image acquisition and digitization are affected by involving color and light condi-
tions. Hence, different color and light conditions affect all pixel values present in an image. To
overcome these issues, researchers adopted many techniques, which can be broadly divided
into two categories: global or local image normalization and enhancement techniques. Global
image normalization and enhancement techniques perform the same operation on all pixels
of images, such as histogram, mean, and median contrast/intensity normalization. By con-
trast, local image normalization and enhancement techniques perform an operation on any
pixel depending on the contrast or intensity of the neighboring pixels. DNNs usually perform
better when the input images are normalized and decorrelated because these properties help
gradient-based optimization and learning (Jarrett et al. 2009). As mentioned in Sect. 3.3,
some studies (Arefan et al. 2015; Arevalo et al. 2015; Bejnordi et al. 2017b; Duraisamy and
Emperumal 2017; Han et al. 2017a; Jaffar 2017; Khan 2017; Nejad et al. 2017; Rasti et al.
2017; Sert et al. 2017) utilized the techniques to improve image quality before feeding into
any type of DNN for BrC classification. For instance, some studies (Bejnordi et al. 2017b;
Duraisamy and Emperumal 2017; Nejad et al. 2017) employed global contrast normaliza-
tion by using mean filters to solve the multi-class BrC classification problem. Khan (2017)
removed US image spackle noise and blurring effect by adopting Wiener and adaptive filters
(e.g., mean, variance and spatial correlations). The author reduced the impulse noise usu-
ally found in US images by using mean filter and wavelet shrinkage. Moreover, image local
contrast enhancement was performed by contrast limited adaptive histogram equalization
(CLAHE). However, Jaffar (2017) adopted a hybrid of bilateral filter with log transformation
to preserve edges while performing image normalization.

3.3.5 Removing artifacts

Artifacts are removed from breast images to eliminate all non-breast regions from the original
raw image. Some imaging modalities, such as MG, US, and MRI, possess many artifacts (e.g.,
labels, wages, opaque markers, white strips/borders, thorax, lungs, chest wall, and pectoral
muscle) (Fig. 11) that should be removed before starting the BrC classification task. Few
studies (Arefan et al. 2015; Bayramoglu et al. 2017; Bevilacqua et al. 2016; Sert et al. 2017)
adopted pre-processing techniques to remove non-breast regions because they may not use
the entire raw image but breast image ROIs for classification. For instance, Arefan et al.
(2015) extracted non-breast regions from MGs in two steps, namely, the creation of binary
images created by pixel thresholding to detect connected areas and the deletion of small
disconnected areas. Hence, the breast region is separated from the rest of the background
before performing breast density multi-classification, such as fatty, glandular, or dense breast.
Bevilacqua et al. (2016) classified breast US images after eliminating the thorax part by
considering a geometric parabola that follows rib cage border. Moreover, Sert et al. (2017)
removed white strips found at MG borders by thresholding the intensity value to 150.

3.3.6 Stain normalization

In digital pathology (DP) labs, the preparation of HP biopsy images involves different chemi-
cal, stains, lighting effects, and scanners to develop digital images from collected breast tissue
samples. The inconsistencies in HP images may be introduced by using different chemicals
for staining, concertation of colors, or different scanners from many vendors. Moreover,
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Fig. 11 Shows different artifacts in mammogram (left image) and in MRI (right image) (Breast Cancer Imaging
2018; Saidin et al. 2012)
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Fig. 12 Source image stain normalized by using reference image through three techniques

these factors may create major inconsistencies in images of two patients even if images
are prepared in the same DP lab. To eliminate these inconsistencies, previous studies used
RGB histogram specification, Reinhard’s (Reinhard et al. 2001), Macenko’s (Macenko et al.
2009), and Khan’s methods (Khan et al. 2014) to normalize the HP images before classifi-
cation (Fig. 12). Many studies (Abdullah-Al et al. 2017; Araujo et al. 2017; Cao et al. 2016;
Gandomkar et al. 2018; Wan et al. 2017; Zheng et al. 2017) employed satin normalization or
removal techniques before proceeding toward BrC classification. For instance, Abdullah-Al
et al. (2017) used Retinex operation to perform a non-linear transform to normalize illumi-
nation. Wan et al. (2017) adopted Khan’s method to perform a non-linear mapping-based
stain normalization. Gandomkar et al. (2018) employed two stain normalization methods,
namely, histogram specification-based method and Reinhard’s method; the latter uses mean
and standard deviation to match RGB channels with the reference image. Furthermore (Zheng
et al. 2017) removed the color stain by using the color deconvolution method proposed by
Ruifrok and Johnston (2001). This method separates the color information acquired by H&E
staining. It determines the contribution of all applied stains according to the stain-specific
RGB absorption.

3.4 Artificial neural network types used in BrC classification

The human brain consists of more than 10 billion interconnected neurons. Using chemical
reactions, each neuron obtains information, processes it, and responds accordingly. Similarly,
artificial neuron (AN) mimics the simple methods of mammal neuron, see AN in Fig. 13.
The first simplified artificial neuron was introduced by (McCulloch and Pitts 1943). A group
of ANs forms a layer, and a group of layers creates an ANN (Fig. 13). An ANN is an
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Fig. 14 Type of ANNSs used for BrC classification and grading

ML technique that can learn and perform tasks, such as classification, prediction, decision-
making, and visualization, by using sample data. Moreover, an ANN can perform multi-
disciplinary tasks by using many types of real-life data, including structured (data in vector
form), semi-structured (like emails), and unstructured data, such as BrC medical images.
Many types of ANNs were developed to process different types of data. For the classification
of BrC medical images, researchers mainly used two types of ANNs, namely, SNNs and
DNNs (Fig. 14). Most researchers employed DNNs (also known as deep learning-based
models) for BrC classification. In subsequent subsections, the types of ANNs used for BrC
classification are discussed in the light of selected studies. Moreover, the pros and cons of
each model are presented in Table 8.

3.4.1 Shallow neural network

An ANN with a single hidden layer is referred to as an SNN (Bebis and Georgiopoulos 1994).
The basic building block (elementary unit) of an ANN is artificial neuron, simply referred as
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neuron or node or hidden units. A simple AN is a mathematical function that works similar
to a biological neuron. The output of an AN is represented by connection weights that update
the effect of a given input, and the nonlinear characteristics are applied by any transfer
function at a particular neuron. Afterward, neuron impulse is calculated by applying non-
linear function (i.e., activation function) on a weighted sum of input data. Simultaneously,
a learning algorithm (e.g., backpropagation) is responsible for updating the weight to show
the model’s learning capability (Table 6). A simple AN and the basic structure of SNN are
shown in Fig. 13.

In Fig. 13, a simple AN obtains unidirectional input, such as X1, X2, X3, ..., Xy, shown by
arrows toward the activation function based on the weighted sum of input data. The neuron
output is represented by f(y) and has the following relationship:

fO)y=flb+D> wix; |, (1)
j=1

where xj, wj represents the input and weight matrix, respectively, b is the bias neuron that
allows a classifier to translate its decision boundary, f{y) is an activation function, and y is
the sum of the scalar product of the weight matrix and input.

Y = WX] + W2X2 + W3X3 + - + WyXy. 2)

A nonlinearity function is also applied after the sum of the dot product of weighted inputs.
The non-linearity function is also known as the activation function (Duch and Jankowski
1999). The most popular choices for activation functions are rectified linear unit (ReLU),
tanh, and sigmoid as shown in Table 7.

As shown in Fig. 13, the nodes are distributed into the input, hidden, and output layers.
The input signal flows from the input layer, passes toward the hidden layer, and ends at
the output layer. Such type of input flow in a strict feed-forward fashion develops a feed
forward ANN (FF-ANN). However, instead of using an ANN with single hidden layer,
multiple hidden layers can be used, in FF-ANN. Noticeability, none of the nodes possess
any connection within the same layer. This independency of neurons within a layer supports
parallel computations while training an ANN. The training of an ANN is a learning process
where patterns are learned from input data by changing the weights after applying some
learning rules. Learning rules, such as backpropagation, delta rule, and perceptron rule, help
modulate weights automatically while training the network. The trained ANN can then be
used for prediction using real-life data. Recently, 3 out of 49 studies (Fig. 21) have created
SNN models to classify BrC (Kumar et al. 2017b; Leod and Verma 2016; Rouhi et al.
2015). Kumar et al. (2017b), ensembled six binary ANN s for 4-class breast density grading
classification using MGs. Rouhi et al. (2015) developed an SNN model to find the threshold
for regions growing segmentation and classification of MGs into benign or malignant cases.
These studies highlighted that using SNNs is beneficial for BrC classification. SNNs have
some basic advantages owing to their simple structure. They possess a single hidden layer
and work in feed forward fashion, thereby allowing to create, implement, and optimize BrC
classification. SNNs consume the least computation resources and time among the different
types of ANNs. Moreover, SNNs can produce better results than other types of ANNs even
if the dataset is small. However, using SNN also has some limitations. For instance, an SNN
used for structured data has a limited number of dimensions; otherwise, small networks
are unable to show good generalization performance over high-dimensional data, especially
when complex patterns need to be learned to solve multi-class problems. Moreover, the
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Table 7 Brief description of popular activation functions

Activation functions ReLU Tanh Sigmoid

Equation A(x) = max(x, 0) f(x) = tanh(x) h) = =

Range 0, o0) (-1,1 O, 1)

Type Discontinuous Continuous Continuous

Gradient if# > Othenl, 1= p@)? (1 = D)
else(

Update suppressed near zero  Yes Yes No

Overcome vanishing gradient  Yes No No

Graph - P

utput

ot
H

output

performance of the network depends on the designed features and the optimization of the
network structure.

3.4.2 Deep neural network

DNNGs are used for deep learning as an ML method and Al technique for automatic feature
extraction. Usually, the word deep is referred when more than one hidden layer has been
deployed between the input and output layers of any NN (Svozil et al. 1997). DNNs use
representation learning to discover complex feature representation automatically (such as
diagnosis of BrC using medical images) unlike traditional ML algorithms (e.g., support vector
machine, random forest decision tree, and k-nearest neighborhood), which require HEFs
to show optimum results. The empirical success of DNN is inherited by its mathematical
formulas (Goceri 2018). Over the years, DNNs focused on applications such as speech
recognition (Amodei et al. 2016; Hannun et al. 2014), fraud detection (Paula et al. 2016;
Wang and Xu 2018), traffic sign detection (Islam et al. 2017), face recognition (Parkhi et al.
2015; Sun et al. 2014), emotion recognition (Jirayucharoensak et al. 2014; Kahou et al. 2016),
natural language processing, medical image diagnosis (Lakhani and Sundaram 2017; Siddiqui
etal. 2017; Wu et al. 2014), and human activity recognition (Nweke et al. 2018; Nweke et al.
2019). The upsurge in deep learning research is fueled by its ability to extract salient features
from raw images of BrC without relying on laboriously extracted HEF. In recent years, an
extensive number of DNNs have been proposed. The DNN5s can be broadly categorized into
multi-layer neural network (ML-NN), deep belief neural network, stacked denoising auto-
encoders (SDAE), principal component analysis network (PCANet), and CNN. Furthermore,
CNN models were either trained from scratch called De novo models or created through
transfer learning (TL) by using pre-trained models (Fig. 14). In subsequent subsections, the
types of DNNs used for BrC classification are discussed in the light of selected studies.

3.4.2.1 Multi-layer neural network An ML-NN is a type of DNN that is similar to an

SNN. Nonetheless, an ML-NN possesses two or more hidden layers between the input and
output layers, unlike an SNN (Bengio 2009; Deng and Yu 2014) (Fig. 15). However, ML-
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Fig. 15 A sample illustration of multi-layer neural network

NN training must be configured to obtain the desired results. Configuring an ML-NN is
actually initializing and modulating the parameters to perform optimum training, such as
initializing weights by generating any random number or by using prior domain knowledge
before initiating the learning rule. Recently, the most popularly adopted learning rule is
backpropagation (Abraham 2005). In backpropagation, the weights are automatically updated
in each pass on the basis of error rate (loss) produced at the output layer by using gradient
and chain-rule (Svozil et al. 1997). However, our survey revealed that very few studies (4
out of 49, Fig. 21) used ML-NN for BrC classification. Kumar et al. (2017b) proposed an
ML-NN model with two hidden layers and optimized by different stopping criteria using 22
morphological features extracted from 100 US images to classify benign or malignant BrC.

Furthermore, Arefan et al. (2015) developed an ML-NN model using 2-20 hidden layers.
They extracted nine statistical features from 43 Mg images to classify breast density as
fatty, glandular, or dense. The afore-stated studies showed the urge of using ML-ANN. For
instance, increasing the number of hidden layers can improve the generalization performance
of the network. However, additional layers require more data instances for better training;
otherwise, the network may be overfitted (good performance on validation data but unable to
perform on target data). Furthermore, optimizing the number of hidden layers and training
hyper-parameters for a larger size of ML-NN become crucial tasks (for further details, see
Table 8).

3.4.2.2 Deep belief networks Deep belief network is a type of DNN (Hinton et al. 2006) that
consists of several layers of restricted Boltzmann machines (RBMs), see Fig. 16a (Fischer
and Igel 2012). An RBM is a generative model that serves as a building block in greedy layer-
wise feature learning and training of DNN. RBM maps binary data-vectors using binary latent
variables. Hence, the goal is to obtain abstract and distinct representation features. If the RBM
network cannot directly be used for medical images (e.g., SWE images), then Point-wise
gated Boltzmann machines (PGBM) (Fig. 16b) are adopted to model complex image data
(e.g., BrC US-SWE images) while avoiding irrelevant patterns. Moreover, in unsupervised
learning (performed by using unlabeled data), a DBN can learn to probabilistically reconstruct
its inputs. Hence, a hidden layer works like a feature extracting entity. All the hidden layers are
trained one after the other, i.e., one layer at a time. Finally, a DBN can be trained in a supervised
fashion for classification (Fig. 16c). However, only one study utilized the advantages of DBN
for BrC classification [28]. Zhang et al. (2016) deployed a two-layered DBN composed of
PGBM and RBM for BrC binary classification by using breast US-based SWE colored
images. PGBM was equipped to distinguish between relevant and irrelevant features from
SWE images. Furthermore, relevant features were supplied to RBM to learn the relationship
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Table 8 A summary of ANN models used in 49 studies for BrC classification

ANN types Strengths Weaknesses
SNN Small size networks Do not show good performance on high
dimensional data
Easy to develop, train and optimize the Performance solely depends upon the
training parameters designed features and the structure of
Small amount of data can obtain better ANN
generalization performance
Requires less training time, Difficult to generalize the predictions
computational power, and memory to
store weights
ML-NN It includes all advantages of SNN, Includes all weaknesses of SNN,
additionally the increased hidden additionally higher number of hidden
layers help to get better generalization layers need more data to get better
performance generalization performance
High Dimensional data can be used for
better feature extraction
DBN This efficient, greedy learning can be Unable to track the loss while
followed by, or combined with, other computing the log likelihood
learning procedures that fine-tune all
of the weights to improve the
generative or discriminative
performance of the whole network
Can be deployed for high dimensional
data that possess correlated features
SADE Automatic denoising form high Denoising works better on high
dimensional data enhances the dimensional data as compared to low
performance of BrC classification dimensions because of higher
model, using real-life medical image dependencies usually found among
Can track cross entropy which is what is hlgher dimensions like BrC medical
being minimized by the model’s 1mages
learning algorithm like
back-propagation
PCA-Net Due to large receptive field, it can The use of simple hashing method
extract overall observations of the cannot provide rich enough
objects in an image and captures more information to map the features. Hence
semantic level information effects the representation performance
Due to binary hashing and block Preferred when data possess many
histogram PCANet is flexible for irrelevant information.
mathematical analysis and justification
of its effectiveness
CNN (De novo) CNN(UDM): Customized deep CNN CNN(UDM): usually difficult to train

models can be created

Model can be created according to the
type and number of images

CNN(CDM): Includes same strengths as
in CNN(UM)

model for small number of images to
solve multiclass problem

Needs high expertise to design and
optimize the deep network for specific
data. May consumes lots of time and
resources to get optimum results

CNN(CDM): Two times training of
model will take longer time and may
require higher resources
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Table 8 continued

ANN types

Strengths

Weaknesses

CNN (pre-trained)

Additionally, model can be effective
even if there are less number of target
images to solve multiclass
classification

CNN(COM): Customized deep CNN
models can be created

The training, validation and testing
performed on larger number of images
of same modality. Usually show better
performance

Preferred when source images (usually
exclusive dataset images) are not
enough for training

It allows to use all target images for
testing purpose only

Deep CNN model can be trained quickly
using least resources as compared to
de novo training

Can show comparable performance even
if target data is smaller in size like HP
BrC images

CNN(FTM-ARL) possess fusion of new

Hard to optimize model training on two
datasets of different domains like
ImageNet and BreakHis

Requires large number of instances (BrC
images) with balanced distribution
among classes

CNN(COM): Medical images collected
from different sites always have
different image acquisition protocols.
Hence needs extra and carefully
adopted pre-processing methodologies
to get a reliable generalized model

If target dataset is very small (like 100
images) then results may be not
reliable

Retraining also requires class wise
balance data to produce unbiased
results, usually not found in real-life
medical images

Limitations are same as in

layers to be trained from scratch, so
flexible to learn more generalized and
unbiased weights from small amount
of target data like BrC images as
compared to FTM-LL

CNN(FTM-LL) except
CNN(FTM-ARL): Training time may
increase due to the introduction of new
layers to be trained from scratch

The optimization of newly appended
layers needs to be addressed carefully
to get desired results

among the BrC relevant features. Finally, SVM was used to classify benign or malignant
BrC cases by using features extracted through RBM. The main advantage of using a DBN
for image classification is that it is mostly trained layer by layer, allowing each layer to be
optimized easily for improved feature generalization. In addition, the layers, except the last
one, can be trained in an unsupervised fashion. The last hidden layer is usually trained in
supervised manner to fine tune the network output. Hence, a DBN provides an opportunity to
perform better training using a small number of annotated images, also called semi-supervised
learning. Semi-supervised learning is useful for medical image classification because finding
labelled images for different types of cancers is difficult. However, using RBMs layered
deep networks also has some limitations. For instance, a DBN cannot track the loss while
computing the log likelihood for which we care about as the best trained model.

3.4.2.3 Stacked denoising autoencoder A stacked denoising autoencoder (SDAE) is a type
of stacked autoencoder that helps eliminate noisy features (Fig. 17). SDAE networks can
automatically extract discriminant representative hidden patterns from data using intrinsic
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Fig. 16 A restricted Boltzmann machine (RBM) with fully connected visible and hidden units (a), a sample
diagram of supervised PGBM shown (b) (Sohn et al. 2013) and ¢ a sample diagram of supervised DBN

data reconstruction mechanism. The SDAE network can hypothetically address the issues of
high variations in either shape or appearances of lumps. As the inherent benefit of automatic
feature extraction along with noise tolerance, SDAE-based models can conceivably minimize
issues related to image processing inaccuracies, which ultimately lead to non-reliable feature
extraction. Due to noise tolerance nature, 2 out of 49 (Fig. 21) studies (Cheng et al. 2016;
Feng et al. 2018) developed an SDAE-based model to classify BrC images. Cheng et al.
(2016) developed a model by two-phased training. In the first phase, two-layered SDAE is
trained using image ROIs. In the second phase, the pretrained model is refined by supervised
learning with additional neurons to preserve the original image size and aspect ratio. Softmax
was used for benign or malignant classification for both breast US and lung CT images, with
an accuracy and area under the ROC curve (AUC) of 94.4% +3.2% and 98.4% +1.5%,
respectively. Similarly, Feng et al. (2018) deployed SDAE consisting of three layers along
with softmax. An SDAE extracts features layer by layer from breast HP image ROIs in an
unsupervised manner, and the model is fine-tuned by using labels to train softmax for benign
or malignant BrC classification. The authors obtained 98.28% £ 0.12% and 90.54% £ 0.45%
accuracies for the two classes. These results indicate that the performance of the SDAE-based
model is comparable to that of any other type of DNN model because of its integral ability
of noise reduction, especially when real-life medical images usually possess noise from
different sources. Hence, auto noise reduction for medical images helps the network to learn
more relevant features. Furthermore, layer-by-layer training facilitates easy optimization and
regulation of training parameters. Regardless of its major advantages, SDAE also has some
limitations. For instance, SDAE shows poor performance on low-dimensional data or data
possessing poor correlation among the dimensions (Vincent et al. 2010a). High-dimensional
data, such as medical images, usually inherit very high correlation.

3.4.2.4 Principal component analysis network Principal component analysis network
(PCANet) is an easily implementable, two-staged, unsupervised deep learning technique
for image classification (Chan et al. 2015). The two-staged network basically performs three
tasks, namely, cascade PCA, binary hashing, and block wise histogram. PCA is used to learn
multi-stage weights (filter banks), followed by binary hashing and block histogram for index-
ing and pooling. Binary hashing simply encodes the quantized binary code mapping to the
sequence of principal components (Fig. 18). According to our survey, only one study [34]
employed PCANet with some variation of kernel for breast and liver cancer analysis. Wu et al.
(2016) created a PCANet-based model to classify breast/liver cancer HP images in binary
classes. The author used random binary hashing in PCANet instead of simple sequence binary
hashing to generate multiple random codes for information extraction. Finally, a low-rank

@ Springer



1694 G. Murtaza et al.

Corruption

Encoder

X VY "9V

Fig. 17 Left side figure, a sample network diagram of traditional autoencoder. Right side figure, a network
diagram of stacked denoising autoencoder (Vincent et al. 2010b)

Second stage

Output layer
7:_1

First stage
Input layer

Zi

Patch-mean removal PCA filters convolution Patch-mean removal PCA filters convolution Binary quantization &  Concatenated image and
mapping block-wise histogram

Fig. 18 A sample of two-staged PCANet block diagram (Chan et al. 2015)

bilinear classifier is used to classify images of two datasets. Compared with other deep learn-
ing networks, PCANets are easier to design, implement, and to train by using different types
of high-dimensional data. Due to binary hashing and block histogram, PCANet is flexible for
mathematical analysis and justification of its effectiveness. Moreover, PCANet has a large
receptive field, so that it can extract overall observations of the objects in an image and learn
invariance from it. Hence, PCANet can capture pixel-level information.

3.4.2.5 Convolutional neural network CNN is a type of deep learning-based ANN tech-
nique. This technique has gained attention after the work of (Hinton and Salakhutdinov
2006). Moreover, the history of CNN for medical image classification is a long one. Ini-
tially, a CNN-based “Neocognitron” model was proposed by (Fukushima and Miyake 1982).
Recently, image classification has been revolutionized after the birth of AlexNet (Krizhevsky
et al. 2012) (Fig. 19). A deep CNN model usually consists of some primary layers, such as
an input layer, one or more convolution layers, one or more fully connected (FC) layers,
and an output layer using softmax to compute label probabilities. Convolution layers are
responsible for learning high-level features, such as edges and bobs, whereas FC layers learn
pixel-level features. Apart from primary layers, some other layers including a normalization
layer (increases network stability) and a pooling layer (progressively reduces the spatial size
of the representation to reduce the amount of parameters and computation in the network)
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Fig. 19 An illustration of deep CNN based AlexNet model (Krizhevsky et al. 2012)
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Fig. 20 An illustration of deep CNN based model for BrC classification using

may be used after convolution layers, and a dropout layer (reduces network overfitting) is
usually deployed after the FC layer (Fig. 20). However, training is performed in a supervised
manner using backpropagation. In addition, hyper parameters such as input image size and
batch size (Goceri and Gooya 2018) need to be carefully adjusted to obtain optimum results.
In brief, the concept of Deep CNN is to make a hierarchical model to represent data at mul-
tiple levels of abstraction and enable the model to obtain accurate representations from data
in a self-taught manner (Shen et al. 2017).

The CCN used for breast classification is divided into two broad categories, namely, de
novo trained model and TL-based model (Fig. 14). CNN models that were created and trained
from scratch are called “de novo models” (Hadad et al. 2017). Conversely, CNN models that
exploited previously trained networks (e.g., AlexNet, VGG-Net, GooglLeNet, and ResNet)
are called “TL-based models.”

This survey on BrC classification revealed that 28 out of 51 (Fig. 21) studies (Abdullah-Al
et al. 2017; Amit et al. 2017; Araujo et al. 2017; Arevalo et al. 2015; Bakkouri and Afdel
2017; Bardou et al. 2018; Bayramoglu et al. 2017; Bejnordi et al. 2017b; Byra et al. 2017;
Cao et al. 2016; Dhungel et al. 2017; Fonseca et al. 2015; Hadad et al. 2017; Han et al.
2017b; Kim et al. 2016; Kumar et al. 2017a; Nahid and Kong 2017b, 2018; Nejad et al. 2017;
Qiu et al. 2017; Rasti et al. 2017; Spanhol et al. 2016a; Sun et al. 2017; Wan et al. 2017;
Xu et al. 2016; Zheng et al. 2017) used de novo training (see Fig. 20). Conversely, 11 out
of 51 studies (Bejnordi et al. 2017b; Dhungel et al. 2017; Han et al. 2017b; Kumar et al.
2017a; Zheng et al. 2017) employed pre-trained CNN for BrC classification. In this review,
the de novo CNN models are further categorized into two subtypes, namely, uni-dataset
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Fig. 21 Distribution of articles among various ANNs for BrC classification

and multi-dataset models. Uni-dataset models (UDM) are de novo models that are trained
and tested on a single dataset, whereas cross-domain models (CDM) or cross-origin models
(COM) are those trained and tested on multiple datasets (Fig. 14). CDM-type models are
created from scratch, trained on a dataset of different domains (e.g., nonmedical images), and
ultimately retrained (after fine tuning) for target datasets, such as BrC images. By contrast,
COMs are trained on images of the same domain but collected from different sites, followed
by fine tuning and retraining for the target dataset. However, CDMs are usually smaller in
size (possess less number of layers) and created with some special layers to enhance the
classification performance as compared with pretrained models such as AlexNet (Han et al.
2017b).

Apart from models trained from scratch, pre-trained models were also adopted in many
studies (11 out of 49, Fig. 21) for BrC classification. The pretrained models were trained
on natural images and mostly possess highly deep structure to learn many class labels; for
instance, AlexNet trained for 1000 class labels and contain five convolution layers along
with three FC layers (Fig. 19). Two strategies were adopted by researchers to perform TL
for BrC classification. First, only the last layer was fine-tuned followed by the retraining of
the adopted model, named here as the fine-tuned model (last layer) (FTM-LL). Second, one
or more layers of the pre-trained network were replaced with newly created layers before
retraining the network using target data, named here as the fine-tuned model (append/remove
layer) (FTM-ARL) (Fig. 14).

3.4.2.6 Fusion of deep neural networks The review of selected studies showed that that
most of the CNN-based models use a single type of CNN and are not used in a fused fashion.
Some studies (Bejnordi et al. 2017b; Nahid and Kong 2018) deployed models by embedding
some residual blocks along with convolutional layers on the basis of pretrained models, such
as ResNet. However, CNN models that were used along with residual block and were trained
from scratch produced good results. For instance, Nahid and Kong (2018) developed a model
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using residual block with convolution layer and obtained an accuracy of 92.19%. By contrast,
a fusion of CNNs was prepared by Nahid et al. (2018). The authors deployed three types of
model, namely, CNN, long short-term memory (LSTM), and a fusion of CNN and LSTM.
The CNN-based model outperformed the other models. Hence, the failure of fused models
may be due to the small number of images that are to be fed into a larger fused network. In
particular, training from scratch using a small number of images with a large (fused) network
may produce unreliable results. Hence, considerable effort is required to assess confidently
the effective use of fused CNN type of networks.

3.4.3 Empirical evaluation of BrC deep neural network models using different datasets

This section presents an empirical evaluation of different types of DNN on publicly available
datasets. Table 9 shows the study-wise DNN models that have been employed on various
datasets related to BrC classification. Here, majority of the studies employed CNN instead
of multi-layer NN and SNN to classify BrC. Moreover, most of the studies used MGs (22
out of 49) followed by HP images. However, the most common datasets utilized for MG
classification are DDSM, INBreast, BCDR-F03, and mini-MIAS.

Carneiro et al. (2017) developed a CNN(FTM-ARL)-based model and achieved the best
performance (0.96£0.05 VUS, 0.96+0.05 AUC) by using the DDSM dataset for three
classes (normal, benign, or malignant) of BrC. However, using the same DDSM dataset, Rouhi
et al. (2015) and Leod and Verma (2016) deployed SNN and reported 0.94 AUC and 86%
accuracy for a binary classification problem. These studies show that the CNN(FTM-ARL)
model outperforms the SNN model using the same dataset. This finding can be attributed
to the fact that CNN pre-trained models along with some new layers are more capable of
learning better generalized activations as compared with shallow learning from scratch for
BrC classification. Bakkouri and Afdel (2017) and Abdullah-Al et al. (2017) also used the
DDSM MG dataset to distinguish between benign or malignant breast lesions. However, a
former study adopted a CNN(UDM)-based model and showed a higher accuracy of 97.28%
as compared with that obtained in a later study (i.e., 93.35%) that adopted a CNN(COM)-
based model. The reason behind the success of CNN(UDM) may be because the former study
extracted the image ROIs by using Gaussian pyramids, which may enhance the model perfor-
mance. Moreover, both Dhungel et al. (2017) and Kumar et al. (2017a) used the INBreast MG
dataset to distinguish between benign and malignant breast tumors. Although both studies
used CNN(COM) models, the former study reported better performance (i.e., Sn = 98%, Sp =
70%) than the latter study (i.e., Ac = 75%, AUC = 0.57). Hence, the former study performed
better than the latter possibly because of the use of a small network that is more likely to be
overfitted instead of a deep-layered network. Similarly, Duraisamy and Emperumal (2017)
and Arevalo et al. (2015) used the BCDR-F03 MG dataset to classify BrC. Here, the first
study used a CNN(FTM-LL)-based model, whereas the second study created a CNN(UDM)
model. The first study model outperformed the second one because TL-based models usually
perform better on a small number of images (BCRDR-FO03 possesses only 736 images) than
models trained from scratch. Similarly, Jaffar (2017) and Nahid and Kong (2018) utilized
mini-MIAS MGs for two (benign/malignant) and three (normal/benign/malignant) types of
BrC predictions. Moreover, the former study created a ML-NN network, whereas the latter
study employed a CNN(COM) model type. However, the latter study showed better perfor-
mance (i.e., Sn = 97%, Sp = 100%) than the former (i.e., Sn = 93.25%, Sp = 90.50%).
The better performance of the former study might be due to the smaller size of the network
instead of using deep-layered convolutional networks, especially when dealing with a small
number of images, such as the mini-MIAS dataset with only 322 images of 161 patients.
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Apart from MG datasets, many studies (20 out of 49) used HP image datasets, espe-
cially for multi-class BrC classification. In addition, the dataset was commonly used for HP
images in BreakHis followed by BICBH (Han et al. (2017b). Bardou et al. (2018) utilized
the BreakHis dataset for multi-class (eight classes) BrC classification. The first study imple-
mented a CNN(CDM) model, whereas the CNN(UDM) network was used by Bardou et al.
(2018). Comparative analysis of both studies showed that the first study outperformed (Avg.
Ac = 93.2%) the other study because of the pre-training of the newly created model using
the ImageNet dataset. However, these studies improved the diagnosis of the eight subtypes
of breast lesions. Similarly, other studies (Abdullah-Al et al. 2017; Nahid and Kong 2017b;
Nahid et al. 2018; Nejad et al. 2017; Spanhol et al. 2016a) employed the BreakHis dataset
by using the same type of network, such as CNN(UDM), for binary classification. However,
the first study showed the highest accuracy of 92.19% among all the studies. The author pos-
sibly deployed many residual blocks using CNN (for global feature extraction) along with
contourlet transform and histogram features (for local feature extraction).

Alongside MG or HP image datasets for BrC classification, some studies used US (Byra
etal.2017; Chengetal. 2016; De S. Silvaetal. 2015; Hanetal. 2017a; Khan 2017; Nascimento
et al. 2016; Zhang et al. 2016), MRI (Amit et al. 2017; Bevilacqua et al. 2016; Hadad et al.
2017; Rasti et al. 2017), or more than one modality (Hadad et al. 2017). Moreover, most
of the datasets used for US and MRI images are exclusive because these modalities are
rarely found in publicly available datasets. Zhang et al. (2016) employed a two-layered DBN
for the extraction of features from breast US-SWE images for malignancy detection. The
author narrated an accuracy of 93.4% (AUC = 0.94). Similarly, Nascimento et al. (2016)
developed a ML-NN model to classify breast US images into benign or malignant lesions.
The author reported a higher accuracy of 96.98% (AUC = 0.98). Furthermore, Byra et al.
(2017) employed a CNN(UDM) model by using US-based Nakagami images. This study
reported 83% accuracy (AUC = 0.912 £0.005) for binary classes of BrC. Few researchers
adopted breast MRI modality (Amit et al. 2017; Bevilacqua et al. 2016; Hadad et al. 2017;
Rasti et al. 2017) for cancer diagnosis using exclusive datasets. For instance, Bevilacqua et al.
(2016) reported an accuracy of 89.77% £ 5.84% for binary classes by deploying ML-NN for
breast MRI classification. Similarly, Rasti et al. (2017) implemented a CNN(UDM) model
from scratch for benign or malignant breast DCE-MRI classification. They reported the
highest accuracy of 96.39% for malignancy diagnosis. Instead of using the single modality,
the authors maximized multi-modality to train the NN model. Khan (2017) developed a
CNN(COM) model by using two exclusive datasets of different modalities, such as MGs
and breast MRI, to perform binary classification. However, model training was performed
on MG images, whereas testing results were obtained by using breast MRI. The reported
accuracy was 94% (AUC = 0.98) for benign and malignant classes of breast MRI image.
Hence, this review shows that the fusion of multimodalities can improve the performance of
DNN models.

3.5 Evaluation metrics analysis and review

After training the DNN model followed by image pre-processing, training, and validation
of BrC images, the test images are then served as input to the trained DNN model for
classification to evaluate its performance. In general, the evaluation metrics are computed
from the confusion matrix. In the confusion matrix, the actual (input) classes are represented
with rows, whereas the column represents the predicted (output) class labels. Therefore, the
BrC can be classified as true positive or true negative when correctly classified and false
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positive or false negative when incorrectly classified. Based on the confusion matrix, the
most popularly adopted evaluation measures for BrC classification are accuracy, sensitivity,
specificity, precision, FMeasure, AUC, and volume under the ROC surface (VUS) (Landgrebe
and Duin 2008). These metrics are briefly defined in subsequent paragraphs.

Accuracy (Ac) This measure represents how many of the total instances are correctly
classified. It simply shows how much normal patients are correctly predicted and how much
abnormal (BrC) patients are correctly diagnosed. It can be expressed by Eq. (3):

(TP+TN)

Ac = .
(TP+TN+FP+FN)

3

Sensitivity (Sn) or Recall (Rc) This measure indicates how much of the total positive
instances are predicted correctly. In simple words, it represents how much BrC patients
are correctly predicted from overall abnormal (BrC) patients. Thus, it should be as high
as possible. Low Sn means many cancer patients are misdiagnosed and will be treated as
normal. Hence, Sn is highly important in medical image diagnosis. It can be computed by
using Eq. (4):

TP

Sn=— .
(TP +FN)

“

Specificity (Sp) This measure shows how much of the total negative predictions are correct.
It simply represents how much of the normal (BrC) prediction is correct. It should be high
as possible but is less important in medical diagnosis than Sn. It can be denoted by Eq. (5):

TN

T (IN+FP) ®)

Sp

Precision (Pr) This measure denotes how much of the total positive predictions are correct.

It simply represents how much of the abnormal (BrC) prediction is correct. Both Sn and Pr

should be high for medical image diagnosis to avoid misdiagnosis of cancerous patients. It
can be calculated by Eq. (6):

TP

Pr=—"#¥—.
(TP +FP)

Q)

FMeasure This measure reflects the simultaneous impact of both Sn and Pr through har-
monic means by applying more penalty over extreme values. It helps to compare two models
with high Sn and low Pr and vice versa. It can be measured by Eq. (7). where f is penalty
and its value can be %2, 1, or 2.

(L+B%)(Pr x Sn)

FM =
casre (B x Pr+ Sn)

)

AUCROC The ROC plots the curve of precision against sensitivity. AUC is acommon eval-
uation measure that helps to choose optimal models and ignore suboptimal ones (Fig. 22a),
showing the performance comparison of four classification models for BrC. The figure shows
that model-1 outperforms the three other models. By contrast, model-4 shows the lowest per-
formance. The AUC value can be computed by using Eq. (8). An AUC value lies between 1
and 0. However, an AUC value of 1 represents a perfect model and an area of 0.5 or below
reflects an ineffective model.

Y Ri(1p) — I, +1)/2
Ip+ 1

AUC = , ®)
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Fig. 22 a A sample ROC diagram, comparing the performance of four classification models of breast cancer.
b Illustration of sample VUS diagram for three classes

where I, and I,, denote the number of positive and negative BrC images, respectively, and
R; is the rank of the ith positive image in the ranked list.

Volume under the ROC surface (VUS) The ROC is a standard tool to evaluate two-class
classification problems. It was extended and enabled to evaluate multi-class problems named
as VUS (for three class VUSs, see Fig. 22b) (He and Frey 2008). Furthermore, in multi-
classes, the independent and dependent (of same type) classes are grouped, and many ROCs
are created. Finally, the decomposed ROCs are interrogated by using cost-sensitive and
Neyman-Pearson optimization along with volume under the curve (Ferri et al. 2003).

Table 10 shows the frequency of studies that used particular performance evaluation mea-
sures to compute the performance of BrC classification models. The majority of the studies
(12 out of 50) evaluated the performance by employing the accuracy metric. Moreover, stud-
ies (Bardou et al. 2018; Bayramoglu et al. 2017; Gandomkar et al. 2018; Han et al. 2017b;
Nejad et al. 2017; Spanhol et al. 2016a, 2017) calculated accuracy at four magnifications
(40 x, 100 x , 200 x , and 400 x) based on two levels, such as accuracy at the image level
and accuracy at the patient level, by using BreakHis HP images. However, the patient-level
accuracy is more important than the image-level accuracy in medical science. For instance,
previous studies (Bayramoglu et al. 2017; Gandomkar et al. 2018; Han et al. 2017b; Spanhol
etal. 2016a, 2017) used the BreakHis dataset and showed accuracy at the four magnifications
at both levels. Moreover, the second highest number of studies (9 out of 50) used accuracy
along with AUC. The AUC evaluation measure is usually adopted to analyze the behavior of
amodel for each class (or for multiple model performance comparison). It reveals the authen-
ticity of overall predicted accuracy and whether a model is biased toward any particular class.
However, the studies that created multiple deep CNN de novo models used exclusive datasets
and tried to solve the multi-class BrC problem by reporting the AUC along with accuracy to
ensure that the newly trained model is unbiased and better than other models. For instance,
four studies (Amit et al. 2017; Bejnordi et al. 2017b; Wan et al. 2017; Zheng et al. 2017)
developed de novo models to classify BrC into more than two classes. Furthermore, an equal
number of studies (6 out of 50) reported either the AUC or AUC along with Acc, Sn, and Sp.
Few of the selected studies (Byra et al. 2017; Cheng et al. 2016; Han et al. 2017a; Zhang et al.
2016) that used exclusive datasets of breast US images considered the Ac, Sn, Sp, and AUC
metrics to test the performance of trained CNN models before deploying their commercial
usage.
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Table 10 Frequency count of performance metrics used in each selected primary study

Study reference Performance metrics # of studies
Arefan et al. (2015), Bardou et al. (2018), Accuracy 12
Bayramoglu et al. (2017), Fonseca et al. (2015),
Gandomkar et al. (2018), Hadad et al. (2017), Han
et al. (2017b), Kumar et al. (2017b), Leod and
Verma (2016), Nejad et al. (2017), Spanhol et al.
(2017) and Spanhol et al. (2016a)
Amit et al. (2017), Bejnordi et al. (2017b), Cao etal. ~ Accuracy, AUC 9
(2016), Chang et al. (2017), Kumar et al. (2017a),
Nascimento et al. (2016), Sun et al. (2017), Wan
et al. (2017) and Zheng et al. (2017)
Byra et al. (2017), Cheng et al. (2016), Han et al. Accuracy, sensitivity, specificity, 6
(2017a), Jaffar (2017), Rouhi et al. (2015) and AUC
Zhang et al. (2016)
Arevalo et al. (2015), Kim et al. (2016), Samala AUC 6
et al. (2017), Samala et al. (2018), Xu et al. (2016)
and Zhang et al. (2017)
Bakkouri and Afdel (2017), Bevilacqua et al. Accuracy, sensitivity, specificity 5
(2016), Duraisamy and Emperumal (2017), Rasti
etal. (2017) and Wu et al. (2016)
Nahid and Kong (2018) and Sert et al. (2017) Accuracy, sensitivity, precision, 2
F-measure
Carneiro et al. (2017) AUC, VUS 1
Khan (2017) and Nahid and Kong (2017b) Sensitivity, specificity 2
Nahid et al. (2018) Accuracy, precision 1
Feng et al. (2018) Accuracy, precision, F-measure 1
Araujo et al. (2017) Accuracy, sensitivity 1
Abdullah-Al et al. (2017) Accuracy, sensitivity, specificity, 1

Dhungel et al. (2017)
Qiu et al. (2017)

precision, F-measure
Sensitivity
Sensitivity, specificity, AUC

Apart from some basic evaluation measures, few studies used more sophisticated evalua-

tion measures, such as FMeasure and VUS, for multi-class BrC classification. For instance,
Carneiro et al. (2017) used the VUS metric to show the performance of a TL-based CNN
model for three classes of BrC using the INBreast and DDSM datasets. Furthermore, some
recent studies (Abdullah-Al et al. 2017; Feng et al. 2018; Nahid and Kong 2018; Sert et al.
2017) have reported FMeasure with few other evaluation metrics, such as Ac, Sn, Sp, and
Rec.

4 Discussion
This review comprehensively studied the academic articles on BrC image classification

published from January 2014 to June 2018. In specific, the current research enhanced the
confidence level to make better decisions for BrC image analysis in five aspects, namely, use
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of BrC imaging modalities, datasets, image pre-processing techniques adopted, creation of
DNN models, and the performance metrics utilized to compare the results.

Most of the studies used public datasets instead of exclusive datasets. Noticeability, to
solve BrC classification (especially multi-class) problems, deep learning algorithms require
a large number of annotated medical images. However, the collection of annotated medical
images has many limitations, such as the availability of required images in a large quan-
tity, the availability of expert doctors to select and label the images, and the reliability of
manually annotated images, especially when dealing with multi-class labeling, such as HP
images of BrC. Hence, it is an extremely difficult and time-consuming process. Therefore, to
avoid exclusive dataset critical issues, most researchers preferred to use publically available
datasets. Public datasets can easily be downloaded from websites, which usually provide a
large number of BrC images of many patients/cases along with labels and other related infor-
mation. However, public datasets are usually preprocessed. For instance, DDSM dataset MGs
are cropped, and non-breast regions are removed and converted into a computer-readable for-
mat with lossless compression (Heath et al. 2000). Hence, the model developed on public
datasets may become less robust to handle real-life images.

Among all the imaging modalities, most researchers adopted MG images instead of US
or MRI for BrC classification based on two (benign or malignant) or three classes (normal,
benign, or malignant). The reason may be most available public datasets are based on MGs
and servicing for many years. Moreover, MGs are usually used by researchers for binary
classification. Hence, modeling is easier using MGs as compared with eight class classifica-
tion, such as HP images in the BrakHis dataset. Moreover, preprocessed MGs usually allow
to extract better intensity as well as texture features for BrC classification. However, finding
the soft tissue (e.g., breast) density in MGs is difficult. In addition, MGs provide very poor
shape-based features of breast lesion or calcification, and no thermal feature extraction is
possible for BrC classification. Hence, US images can be adopted in addition to MGs to
overcome these issues. Breast US images can extract texture- and shape-based features but
not intensity-based features. Hence, breast US images are weak in detecting small nodules
and accurate borders of breast lesion. Apart from MG and US images, MRI images are also
used for BrC classification. However, MRI images are similar to MGs, except MRI images
use low-intensity radiations and create many images that look like a video stream. Hence,
MRI can enhance BrC visibility to provide more opportunity to extract features. Apart from
grayscale images, color images (e.g., HP images) are also utilized by many researches to
solve the BrC classification problem to identify two, four, and eight subtypes of BrC. HP
images enable the CAD system to solve the multi-class BrC problem with more confidence
as compared with any expert doctor (Vestjens et al. 2012). However, HP images, even those
(among the images of two patients) developed in the same digital laboratory, possess high
inconsistencies due to variations in color, intensity, and brightness. Hence, HP images need
advanced pre-processing techniques to normalize without losing color-, texture-, intensity-,
and shape-related information of breast lesion and its surrounding. Otherwise, it can lead to
poor classification results, especially when dealing with multi-class (up to eight subtypes)
BrC classification.

This review identified two major types of ANNSs, such as SNNs and DNNs, for BrC
classification. However, few researchers employed SNNs because their simple network can
learn tasks better for both practical and theoretical reasons. In addition, they require less
training time, computational power, and memory to store intermediate computational results
(e.g., weights). Thus, they can be implemented economically with ease by using a normal
desktop machine. Moreover, SNNs can show better generalization performance on a small
amount of data than DNNs. SNNs also provide quicker reposes than DNNs at the time of
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testing as required in real time. However, using SNN’s has some limitations. For instance, they
may not show better performance on high-dimensional data such as BrC images. Usually,
SNNs use structured data; hence, their performance depends on the designed features and
the number of neurons used in hidden layers. Therefore, to avoid the limitations of SNNis,
most researchers employed DNN-based approaches for BrC classification. This review indi-
cates that DNN-based BrC classification approaches are based on either ML-NN or CNN. In
ML-NN, the increased number of hidden layers is supported to improve the generalization
performance for BrC image classification. However, it requires a larger number of images
as compared with SNNs. Furthermore, the performance of the network depends on the opti-
mization of parameters, number of hidden layers used, and number of neurons per layer
employed in the creation of ML-NN for BrC classification. Such type of network is diffi-
cult to optimize, especially in the multi-class classification of BrC images. Alternatively, the
majority of researchers used CNN-based approaches to deal with high-dimensional data for
multi-class BrC classification. CNN approaches used by researchers are often of two types:
establishment of a de novo model that is trained from scratch or adoption of a pre-trained
model also known as TL-based model. However, the majority of DNN-based models are
based on CNN de novo models because de novo models are created and optimized according
to the size, nature, and type of specific data, such as BrC images. Hence, a small CNN de
novo model can produce better BrC classification results if designed and trained with proper
optimization. Conversely, employment and training of deeper layers on a small amount of
data may face more overfitting issues. Furthermore, de novo training the parameter optimiza-
tion is difficult and can be achieved by trial-and-error methods. Hence, multiple models may
be created and trained, which requires a long time and computational resources. Therefore,
to overcome de novo CNN training issues, many researchers deployed pre-trained models,
such as AlexNet. These models are already trained on millions of nonmedical images (natural
images) to classify ten hundred natural objects, such as a pen, a tree, and a cap. Moreover,
TL-based models are retrained on medical images after fine tuning. Fine tuning may involve
the removal of last layers, the use of a small learning rate, and freezing the weights of the first
few layers. The analysis of selected studies reveals that the TL-based models show compara-
ble performance while using a small number of medical images. Moreover, these models can
be trained without using high-computational resources, such as GPU. However, if the dataset
is too small (like less than 1000 images), then the pretrained network may lead to overfit-
ting. Otherwise, researchers performed augmentation (rotation, translation, and flipping) to
increase the number of images.

The “no free lunch” theorem of Wolpert and Macready (1997) inferred that no any single
ML algorithm performs optimally in all domains. Hence, a variety of DNN-based techniques
should be employed to evaluate which algorithm outperforms on a specific type of data, such
as BrC images. The selected primary studies implemented their own customized data set and
different experimental settings. Thus, statistically comparing the performance values across
the studies is infeasible. Nonetheless, comparison of the performance of different studies
shows that the CNN model outperforms other DNN models for BrC classification.

5 Open issues and future research direction
This section presents new research directions that can be further exploited in BrC classifi-

cation. This section gives prominence to future research directions. Considerable effort is
required to improve the performance of BrC multi-class classification problems by using
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medical image multimodalities. The open issues and future research directions are discussed
as follows.

1. Multiple imaging modalities for BrC classification Exiting studies mostly employed
single modalities, such as MG, US, or MRI images, for BrC classification. However,
multiple imaging modalities of the same patient can be utilized during the construction
of the BrC model to increase the reliability and correctness of the automated BrC
classification model. For instance, during the training phase, the MG and US images are
combined to construct the BrC model. In addition, the multi-view stacking approach can
be used by utilizing a variety of imaging modalities to construct and evaluate the BrC
model. In this manner, we are actually trying to utilize features of both modalities. In this
study, MG represents better features related to image intensity and texture, whereas US
images possess texture and shape features more prominently. Hence, the combination
of various types of features taken from a single case can help enhance the classification
ability of the BrC model.

2. Multiple HEF's and imaging modalities for BrC classification Recently, most studies
used only breast imaging modalities to develop a DNN classification model. However,
only Byra et al. (2017) used US-Nakagami statistical parameters for BrC classification
along with US images. Hence, breast images may be used with other types of modalities,
such as DNA sequences or physical examination findings, such as change in breast
size or shape, skin dimpling, thickening, swelling, or redness. Reducing FNs in BrC
classification is beneficial for researchers.

3. Adoption of rarely used imaging modalities for BrC classification Almost all studies
used well-known (e.g., MG, US, and HP) breast imaging modalities to develop DNN
classification models. However, only few studies (Amit et al. 2017; Bevilacqua et al.
2016; Cheng et al. 2016; Rasti et al. 2017; Zhang et al. 2016) used some other breast
imaging modalities, such as US-SWE (Zhang et al. 2016), MRI (Amit et al. 2017;
Bevilacqua et al. 2016; Rasti et al. 2017), or CT images (Cheng et al. 2016), for BrC
classification. To the best of our knowledge, no study has used digital infrared breast
images (thermal images) for BrC classification. Hence, models that can benefit from
many other types of breast imaging modalities should be introduced instead to depend
on the limited number of breast imaging technologies. Such type of rarely used image
(e.g., CT, PET and thermal images) modalities may enhance the performance of BrC
classification models.

4. Publicly available dataset for BrC classification A standardized public dataset (SPD) is
required for each specific cancer type, such as BrC. To reduce the dependency of single
modality, an SPD should be created by using multimodalities for each case/patient.
For instance, multiple views of MGs along with some other modalities, such as US,
MRI, or CT images, should be provided for the same patient. Furthermore, images
should be collected from all types of BrC cases. Images of borderline cases should be
marked for multi-class BrC classification because they enable researchers to analyze the
robustness of the newly created model for multi-class BrC classification. Moreover, such
type of dataset provides an opportunity for the researchers to learn more generalized
representation features by using DNNs for BrC classification.

5. Medical image-based TL approach for BrC classification TL-based models adopt pre-
trained models that are already trained on a huge number of non-medical images for
multi-class classification. Medical images are usually used to retrain the pretrained
models followed by a fine tuning step. However, TL usually faces overfitting issue if a
small number of images is used for retraining. Hence, models that are trained on medical
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images are needed. Such type of domain-specific pretrained models is cost effective and
consumes less resources and time to be trained and tested efficiently for any type of
cancer.

6. Domain aware TL approach for BrC classification The collected number of images is
insufficient to train a model from scratch for BrC classification. In this case, in the first
phase, the model should be trained from scratch by using any public dataset of similar
type of modality. In the second phase, TL is performed, and the pretrained model of
the first phase is retained for the target (exclusive) dataset. Such type of models usually
overcomes the overfitting issues and can show promising performance.

7. Unsupervised clustering approaches for BrC classification The majority of the selected
primary studies used BrC classification in a supervised learning fashion. These
approaches produced better results by utilizing labelled images for training. However,
in real life, BrC images are difficult to collect along with proper labels tagged by expert
doctors. In the majority of cases, a large number of medical images are available without
labels. The large number of unlabeled images is an important source of information and
cannot be used in supervised learning. Therefore, a BrC classification model that can be
trained in an unsupervised fashion by using a variety of clustering techniques is urgently
needed.

8. Active learning approaches for BrC classification The review of 49 studies revealed
that only two studies (Cheng et al. 2016; Feng et al. 2018) implemented active learn-
ing approach to classify breast images. Active learning is a semi-supervised learning
approach where BrC classification can obtain optimum results with few labeled images.
This type of approach becomes highly effective when a large number of breast images
is collected but very few of these images are annotated. Nonetheless, the labelling of
collected BrC images is a difficult, time-consuming, and cumbersome task. Thus, new
researchers may explore various active learning algorithms for BrC classification.

9. Reinforcement learning approach for BrC classification Enabling an ML model so that
it can learn from its environment concurrently is a major challenge. The main issue is
to obtain enough samples of BrC images to represent all types of BrC distinctly. The
model can learn from experience and predict a specific class label from data (Sutton
and Barto 1998). Moreover, the automatic multi-class classification of BrC images
is facing many challenges because of high intra-class similarity and low inter-class
similarity issues. Thus, the development of a reinforcement learning-based model may
convincingly improve the efficiency and performance of BrC classification models by
using medical images.

10. Case-based reasoning (CBR) for BrC classification CBR is an approach to solve new
problems by recalling the solution of past problems. It retains and updates the cur-
rent solution made by humans and is applied on future problems. To the best of our
knowledge, none of the 49 studies implemented the CBR approach to classify BrC into
multiple classes by using images. Due to the advent of new imaging technologies, med-
ical science is able to diagnose cancer in a detailed and sophisticated manner. Hence,
a CBR-based CAD system that can learn from routine decisions/experiences made by
expert doctors for BrC classification should be developed.
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6 Conclusion

This thorough review presented a critical analysis of BrC classification by analyzing col-
lectively the major research endeavours presented by current scholars to assist the new
researchers in this domain. Articles on BrC classification published in 2014-2018 were
extensively reviewed. Overall, 49 academic studies were carefully selected from eight unique
academic repositories. The review was performed on the basis of selected primary studies
from five aspects, namely, datasets used, various medical imaging modalities exploited, image
pre-processing techniques, types of DNNs, and performance metrics used to construct and
evaluate the BrC classification model. In BrC classification, various types of public and
exclusive datasets were used. However, exclusive datasets are usually smaller in size than
public datasets. Thus, more researchers preferred to use public datasets over exclusive ones.
However, public datasets that contain multimodality images of the same patient along with
some other information, such as DNA sequence, are urgently needed. Such type of dataset
can help reduce FPs using automated systems. Furthermore, among all the datasets, MG and
HP imaging modalities were widely adopted, followed by US images, and very few used
MRI and CT breast images. Thus, other modalities (e.g., PET, CT and thermal images) that
may provide different types of lesion characteristics should be explored to improve BrC
classifications results. Furthermore, in pre-processing tasks, image augmentation, scaling,
image intensity/contrast normalization, stain normalization, and stain removal techniques
were mostly adopted to remove image inconsistences before feeding to any DNN model.
However, pre-processing techniques should be adopted carefully so that important informa-
tion, such as lesion texture-, shape-, and illumination-based information, can be preserved. In
this review, several types of DNN architecture were identified to classify BrC. Among these,
CNN was the most popular choice of researchers for BrC classification. Of these CNN-based
models, de novo and TL-based models were employed by the researchers, and results showed
that de novo models showed better results. By contrast, pre-trained models were also tested
on small datasets after fine tuning by using augmented images for BrC multi-class classifi-
cation. To evaluate the DNN models, various performance metrics were used, such as AUC,
accuracy, sensitivity, specificity, FMeasure, and VUS. Among these, the first three were more
common and essential in medical image classification. Finally, this review revealed various
new research challenges that require extensive efforts to improve BrC classification models.
We believe that this comprehensive review will provide a profound understanding of the BrC
classification domain and valuable insights to researchers in this field.

Acknowledgements This work was supported by University Malaya Research Grant Program—AFR (Fron-
tier Science) (RG380-17AFR).

Compliance with ethical standards

Conflict of interest The authors have no conflict of interests to declare.

Appendix

See Tables 11 and 12.

@ Springer



1710 G. Murtaza et al.

Table 11 List of questions used as quality evaluation criteria (QEC)

Sr. # QEC questions

QEC 1 Is the aim of study clearly defined?

QEC2 Is research methodology complete and well-defined?

QEC3 Are the adopted pre-processing techniques justified?

QEC4 Is the number of training images and testing images specified?

QECS5 Is the class imbalance and DNN model overfitting issues for training are addressed?
QEC6 Is the DNN model and classifiers used clearly defined?

QEC7 Is the DNN model tested on more than one datasets?

QEC 8 Are Multiple performance metrics of study compared with existing baseline papers?
QEC9 Are performance metric results properly interpreted and discussed

Table 12 Quality evaluation criteria applied on 56 studies

Studies QEC1 QEC2 QEC3 QEC4 QECS5 QEC6 QEC7 QECS8 QECY9 Total
Samala et al. (2018) 1 1 1 1 1 1 1 0 1 8
Samala et al. (2017) 1 1 1 1 1 1 1 1 1 9
Carneiro et al. (2017) 1 1 1 1 1 1 1 1 1 9
Hadad et al. (2017) 1 1 1 1 1 1 1 1 1 9
Jiang et al. (2017) 1 1 1 0 1 1 0 0 1 6
Chang et al. (2017) 1 1 1 1 1 1 0 1 1 8
Haarburger et al. 1 1 1 0 1 1 0 0 1 6
(2018)
Arefan et al. (2015) 1 1 1 1 1 1 0 1 0 7
Arevalo et al. (2015) 1 1 1 1 1 1 0 1 0 7
Fonseca et al. (2015) 1 1 1 1 1 1 1 1 1 9
Roubhi et al. (2015) 1 1 1 1 1 1 1 1 1 9
Bekker et al. (2016) 1 1 1 0 1 1 0 0 1 6
Bevilacqua et al. 1 1 1 1 1 1 0 1 1 8
(2016)
Cao et al. (2016) 1 1 1 1 1 1 1 0 0 7
Cheng et al. (2016) 1 1 1 1 0 1 1 1 1 8
Kim et al. (2016) 1 1 1 1 1 1 0 1 1 8
Leod and Verma 1 1 1 1 0 1 1 1 0 7
(2016)
Spanhol et al. (2016a) 1 1 1 1 1 1 0 1 0 7
Wu et al. (2016) 1 0 1 1 0 1 1 1 1 7
Xu et al. (2016) 1 1 1 1 0 1 1 1 0 7
Zhang et al. (2016) 1 1 1 1 0 1 0 1 1 7
Abdullah-Al et al. 1 1 1 1 1 1 0 0 1 7
(2017)
Amit et al. (2017) 1 1 1 0 1 1 1 1 7
Araujo et al. (2017) 1 1 1 1 1 1 0 1 1 8
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Table 12 continued

Studies QEC1 QEC2 QEC3 QEC4 QECS5 QEC6 QEC7 QECS8 QECY9 Total

Bakkouri and Afdel 1 1 1 1 1 1 1 1 1 9
(2017)

Bayramoglu et al. 1 1 1 1 1 1 0 1 0 7
(2017)

Bejnordi et al. (2017a) 1 1 0 1 0 1 0 1 1 6

Bejnordi et al. (2017b) 1 1 1 1 1 1 0 1 1 8

Byraetal. (2017) 1 1 1 1 1 0 0 1 1 7

Dhungel et al. (2017) 1 1 1 1 1 1 0 1 1 8

Duraisamy and 1 1 1 1 1 1 1 1 1 9
Emperumal (2017)

Gardezi et al. (2017) 1 1 0 1 0 1 0 1 1 6

Han et al. (2017b) 1 1 1 1 1 1 0 1 0 7

Khan (2017) 1 1 1 0 0 1 1 1 1 7

Kumar et al. (2017a) 1 1 1 1 0 1 1 0 1 7

Nahid and Kong 1 1 1 1 0 1 0 1 1 7
(2017b)

Nejad et al. (2017) 1 1 1 1 1 1 0 1 0 7

Qiu et al. (2017) 1 1 1 1 0 1 0 1 1 7

Rasti et al. (2017) 1 1 1 1 1 1 0 1 1 8

Sert et al. (2017) 1 1 1 1 1 1 0 1 1 8

Sun and Binder 1 1 1 1 1 1 0 0 0 6
(2017)

Sun et al. (2017) 1 1 1 1 1 1 0 0 1 7

Ting et al. (2017) 1 1 1 0 0 1 0 0 1 5

Wan et al. (2017) 1 1 1 1 0 1 0 1 1 7

Zhang et al. (2017) 1 1 1 1 1 1 0 1 0 7

Zheng et al. (2017) 1 1 1 1 1 1 1 1 1 9

Bardou et al. (2018) 1 1 1 1 1 1 0 1 1 8

Feng et al. (2018) 1 1 1 1 1 1 1 0 0 7

Gandomkar et al. 1 1 1 1 1 1 0 1 0 7
(2018)

Nahid and Kong 1 1 1 1 0 1 0 1 1 7
(2018)

Nabhid et al. (2018) 1 1 1 1 0 1 0 1 1

Spanhol et al. (2017) 1 1 1 0 1 1 0 1 1

Nascimento et al. 1 1 1 1 1 1 0 1 1
(2016)

Jaffar (2017) 1 1 1 1 1 1 1 1 1

Han et al. (2017a) 1 1 0 1 1 1 0 1 1

Kumar et al. (2017b) 1 1 1 1 1 1 0 1 1
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